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Abstract

This deliverable contains the second version ofRR¢EL architecture for the information systems and its
initial design.It reports all the analysis and design activities perfortheslighoutthe project until month 18
(M18).

The document describes the process of defining an IoT platform to perform treip@drted activities of
PIXEL: gathering IoT and structured data from ports to improve efficiency of processes and operations, by
means of the application of simulations grddiction based on models and algorithms, finally leading to a
better environmental performance of the port.

The documentirstly describes the concept of reference architecture focusing on those that serve as a basis for
PIXEL. These ar&RAMI andIIRA for their European and global relevance ao@-A for its orientation
towards interoperabtly, a main requirement of PIXEL

After this, a chapter is presentaboutthe relation between Agile Development and the chosen Architecture
or how the features @gile DevelopmentContainers, APIs) will intervene in the development of PIXEL.

The next section (section 4) presents the global architecture of the solution and the functional bldbks with
components. In first instance the global architecture isribesl to give the full picture of the software
solution proposed. After this, the differennttional blocks are presented.

The Data Acquisition Layer (DAL) has the mission of gathering data from heterogendate sourceand
persist them in a singlestng point. The solution proposed for this is the creation of I0oT Agents adapted to
the differentdata sourcegeneric formatsgome examples are providedsection5.3 Data Example¥, giving
balance between flexibility and standardization. Other acdditioomponents of this block are the data hub,
the short term historic or the proxies for agents. The central broker receives and pusla¢s thehe next
instance layer.

The Information Hub (IH) is a functional block in charge of centralising all tretedretrieved from DAL,
homogenising and storing in a database capable to support big queries and scale horizontally. Unlike the
DAL, the Information Hub is designed to be high performant and scalable, and the data is stored to support
long-term queries. fis is considered the central storage point of the IoT solution in PIXEL and is the block
that replies the queries from other functional blocks (su¢che®p er at i onal Tools or Da
main components are a higlerformance data broker andNaSQL database, although it contains accessory
components that support its correct functioning.

The Operational Tools (OT) aredevoted to enable the analysis and reasoning over the data gathered by the
platform both in real time and in batch processes. These tools are built to support models and algorithms
developed in the activities of WP4. Qficludesa publication interfacemodel engine, a predictive algorithms
engine, a event processor and an interdatabase

The Dashboard and Notifications(DN) module has the capability of representing the data registered in the
IH in meaningful combined visualizations in real time. Alsprovides the capability to send notifications
based on the status of the data of the IH. Finally, this module prd@dgsegates and homogenisab)the

user interfaces for the different functional blocks. This block is composed by the notificatiging, chart

and dashboards agent and the different Ul agents for the modules.

Finally, the ®curity block is a croskyer module that will perform the security of the other blocks, including
authentication and authorization control. This architecturbaised in standard architectural approaches,
following best practices in the field of internet security.

In section 5 thénformation model is describedThis chapter will also contain examples of already defined
models such as the data that are receivetlvehat are the transformations that take place in the DAL to
normalize the data.

The document also describes how PIXEL will lead with deployment and scalability-{instdthce, multi
tenant). Environment and testing strategies are also discussed irsdiotisas, detailing the principles of
multi-environment deployment and testing activitiés. section has been included to detail how the
deployment will take place in the different potbsiilding a link with WP7
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The final chaptesummariseshe conclusions of the document axdablishes thinksto depending activities
in related packages (WP4, WP6 and WP7).

Statement of originality

This document contains material, which is the copyright of certain PIXEL consortitiespand may not be
reproduced or copied without permission. This deliverable contains original unpublished work except where
clearly indicated otherwise. Acknowledgement of previously published material and of the work of others has
been made through agpriate citation, quotation or both.

The information contained in this document is the proprietary confidential information of the PIXEL
consortium (including the Commission Services) and may not be disclosed except in accordance with the
consortium agreeent.

The commercial use of any information contained in this document may require a license from the proprietor
of that information.

Neither the project consortium as a whole nor a certain party of the consortium warrant that the information
contained irthis document is capable of use, nor that use of the information is free from risk, and accepts no
liability for loss or damage suffered by any person using this information.

The information in this document is subject to change without notice.

Thecontenbf t his report reflects only the authorso6 vi
(INEA) is not responsible for any use that may be made ohfbamation it contains.
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1.About this document

The aim of the deliverable is to present the definitive architecture that will be used in PIXEL (after the first
versionin D6.1), as well as to identify and anadyhe different modules at a high lewééw.

For thetechnological choices work of previous deliverables (D3.2 and D3.4, Definition of Requirements and
Use Cases) has been considered.

This documentomplements the information reported in D6.1 and expldaussions of the software release
of D6.3. The following sections have been newly included:

1 Applied Agile concepts

1 Integration aspects
While the followingoneshave been complemented or fixed:

1 Reference Architecture

9 Functional Architecture

I Information Modkl

1 Deployment and Scalability

This documents intended to be used as a reference for software developers to have a general vision of the
technical aspects of the different functional modules including the interaction between components, data
flows, interfaces and design decisions. Although it is primarily intended for technical readers, its general
perspective might be mostly understandable byteohnical readers.

1.1.Deliverable context

Keywords Lead Editor
Objectives Objective 1 Enable the loTbased connection of port resources, transy

agents and city sensor networks,

This document represents the secand finalpart of the specification g
the information system that will support PIXEL activitigacluding
deployment in pilot sites

Objective 2 Achieve an automatic aggregation, homogenization
semantic annotation of mukiource heterogeneous data from differ
internal and external actors.

The documentlescribes the information system that enables the feg
of this objective. In particular, thelata acquisition layer and the
information hub have the responsibility of achieving this

Objective 3 Develop an operational management dashboard to eral
quicker, more accurate and-ofepth knowledge of port operations.

This documentlescribes the architectural and design lines that 1
this objective. The functional block in charge of it is teshboard
and notifications module

Objective 4 Modeland simulate port operations processes for autom
optimisation.

This objective is technologically supported by tbperational tools
building block. Therefore, although this deliverable does not ad
directly the modelling and simulation, it sets tinederpinning softwarg
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elements that make possible the use of modelling and simulations i
sector.

Objective 5 Develop predictive algorithms.

Similar as for the models, tloperational toolswill support the predictive
algorithms developed in WP4, so that pstdff is able to configure an
execute them

Work plan

This deliverable reports about the work performed in task 6.1.
contents are a fundamental input for tasks T6.2, T6.3, T&3and T6.6
The results reported in this document are also important for the work
in WP4, to develop the models and predictive algorithms to be integ
in the operational tools module

Milestones

Direct contribution to MS7 (ICT solution develeg, M26).

Indirect contribution to MS5 (Predictive models/algorithms, M24

Deliverables

Detected inputs:

1 D6.1: D6.2 is the second iteration of this document with the
to describe the final architecture.

1 All the inputs of D6.1 are valid for documdn6.2. These are:

0 D3.2: D6.1 considers all requirements listed in orde
provide an initial supporting architecture.

0 D3.4: Use cases and scenarios manual v2: D6.1 cong
the different defined use cases of scenarios to ide
main building blocks anuhteractions.

0 D4.2 PIXEL Models 2: D6.1 includes the Operation
Tools module responsible to import, configunredarun
models described in D4.1; D4.2 is the updated versig
D4.1 releases in M18.

Detected outputs:

1 D6.4 PIXEL Data Acquisition, Informatio Hub and Datg
Representation v2: Some functional blocks will be describg
detail in separate documents and B6L2 sets thebaselayer for
this.

1 D6.5 APIs and documentation for software extension: D6.2 al
identifying the interactions among theinctional blocks ang
therefore defining the APIs.

Risks

This deliverable helps mitigating the risks8, 14,16, 17 and 18.
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1.2.The rationale behind the structure

This document introduces the need referencearchitecture (RA) andvhat are the characteristics that
referencerchitecture should have?

The document also describes the architecture adop:

PIXEL Data Acquisition (seePIXEL Dataacquisitior).
PIXEL Information Hub (seePIXEL Information Hub.
PIXEL Operational Tools (seePIXEL Operational Tools

PIXEL Integrated Dashboard and Notifications (see PIXEL Integrated Dashboard and
Notifications.

1 PIXEL Security and Privacy (seePIXEL Security).

= =4 =4 =4

1.3.Version-specific notes

This document is theecondversion of the deliverablePIXEL Information System architecture and
desigrt' (D6.2). This documentims to clarify the doubts that may remain outstanding in D6.1 and fix the
architecture on which the development of PIXiEbased.

This document providesfmal version of the architectuigccording to the works donmtil month 18. It will
also contairsome interfaces about the PIXEL design and will deepen the deployment in the different ports.

This document is the closing result of task 6.1, whicénkancingD6.1. Therefore, the results of D6.1 are
essentially gathered in these two documents, whieh ceamplementary and, in case of update of any
information, this is conveniently declared in D6.2.
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2.Reference Architecture (RA)

The concept of reference architecture refers to the component and services layout and best practises of an IT
system that is ligly to be implemented recurrently with similar objectives but different contexts, constraints

or business variations. It is nibte scope of this document to explore comprehensively the concept of RA and

its usefulness in loT scenarios, to know more altuist there is extensive literatuagailablé (Perry, 2018)
Fremantle 2015)

PIXEL challenges such as the establishmentroficd Platform valid for very heterogeneous conditions
(different port size, different port operations, different areas and KRIs n i t o, makesé&/@gry appropriate
for the project the definition ofeferencearchitecture to &ep a common technological and functional
blueprint event when the deployments vary and the requirermezitssome cases disparate.

Thus, atablishinga RA and architectural patterns is a good pradtiséne scenarios faced in PIXEA RA

for 10T in portswill lay the foundation for a common framework for the development of future systems and
communications between market playdrsaddition,a RA is an imprtant component of standardisation,
contributing in the medium term to reducing costs for ports compared to each of the individual solutions
currently2 available.Some other reason®r defining a RA beforespecifying thearchitectureare the
following”:

9 10T devices are inherently connected. We need a wagiformly interact with them

1 There are billions of devicem the market and the number is growing quickBp, it beomes
necessary to have scalablearchitecture Requirements vgramongdeploymersg even of the same
technolog andthey also chang#roughouttime. The need for adaptation is continuous.

1 Management of devicgautomatic updates, remote managemenneededand these devices can
change, evolve, be deprecated, substituted, etc.

1 Securty. Thesedevices collect sensitive dathusit is necessary to establighsecurity layer that
controlsthe communication between devices or with the platform that receives theSdataity
protocols, patterns and technologies changes across devicgsan

9 Provides a starting point for architects looking to create I0T solutions as well as alsisisigr
further developmern(PIXEL).

According to tlese conditions, the use of a RA provides stability and reliability of the designed solution across
multiple scenarios (as the case in PIXEL) anthroughouthe time.

It is important to distinguish that a RA is more abstract #system architecture ah ha beendevelopedor
aspecificset ofapplicatiors (PIXEL) with particular constraints and scenafios

Due to the heterogeneity of concepts and technologiR# dor 10T is more complex than a traditional
architecture due to relationships betweendifferent technologies used.

It is important to understand the impact on scalability and other parts of the sylseanthoosing a certain
design aspect.

According to the book’Internet of Things for Architects " (Perry, 2018)currently there are over 1.5
million different combinations of architectures to choose from.

! http://cdn.iotwf.com/resources/71/loT_Reference_Model White_Paper_June_4 2014.pdf

2 paulFremantle A Referenceirchitecture for the Internet of Things
https://www.researchgate.net/publication/308647314 A Reference Architecture for the Intefriengst
3 https://iotforum.org/wecontent/uploads/2014/09/12064@T -A-ARM-Book-Introductionv7.pdf
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Figure 1: IoT Design Choices. The full spectrum of various levels of IoT architecture from the sensor to cloud and
back

Architectures,in general cover different perspectives to describe the whole system and the internal
interactions

9 Functional elements

9 Interaction between elements
1 Information management

1 Operational features

1 Deployment of the system

Thesearchitecturaviewpoints are described in the following secticedapted for the PIXEL project and its
main objectives.

With this brief introductionthe RA is definedas the tool expected by the systems architecreate the
foundations of a reliable, secure, figyroof and resilient 10T platforniThisis, in a modular way through
blocks and flexible design options, able to cover and describe specific symteo®mpassindunctional
requirements, performancand deploymentstandardization of interfaces, secuidtyd connectivity with its
environmerit

4 http://www.academia.edu/7197061/Estado_del_Arte_de las_Arquitecturas_de_Internet_de las Cosas_loT
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Conceptual Reference Architecture
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Figure 2: Conceptual Reference Architecture
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2.1 PIXEL RA

The aim oft h e P X Eid t© snodiRadly establish a series of components that meetnthim
needs/requirements of tREXEL project.

Each of tlese componentds intended to providgoart or a completesolution to the different functional
requirements of PIXEL. In additiothere isa transversal layer (as @onceptual Reference Architectytbat
managessecurity and accestn the following list the requirements nestt o st abl i sh a PI X
described:

1 Connectivity and communicatianehesefeaturesare related with the capacity ¢onnect the dierent
modulesto each otheandtheirinterrelations. It spasall the components.

1 Device management t 6 s | mport ant t o have doregistertdeviaesi z e d
(sensors, external platforms) that can interact with the platform and their special features (precision,
range). This is located in tfdXEL Information Hub .

1 Data collection, analysis and actuatiofhe data collection will take place IiRIXEL Data
Acquisition modules whereasthe analysis and actuation will take platteough thePIXEL
Operation Tools.

9 Scalability This factor is critical in loTplatforms Our RA needs to be scalable due to the great
guantity of devices that existew andwill exist in the future especially in the port sector

1 Interoperability The PIXEL platform is defined as aentral data processing, warehouse and
visualization point for data from diverse sources in prThis data can be generated by isolated
devices, other IoT platforms, other IT systems or services or even doebaseot systems. This wide
rangeof sources put the focus on the interoperability capabilities that the resulting architecture will
support.

1 Security This aspect is one of the most important aspects of any IoT prdjeat.is why our
architecture will have a module for securiBIXEL Security and Privacy).
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1 Predictive analysisThis is one of the functionalities / tools that will be framethie moduleP?IXEL
Operational Tools.

1 Integration According to the Perficient guide, The Why, What and How of 10T: 50+ examplessacro
11 industriey Al ntegration hel ps capture data from
applications to automate messes, supportreli me moni t ori ng and apply &

9 Visualization of the informationit is important to have a good dashboard tdiiws understand
correctly the data and the different simulations. For thatideatify a module with acomplete
dashboardeferenced athe PIXEL Integrated Dashboard and Notifications.

At the time to speak about RAis possible to differentiate two types of IoT architectugesiericones and
industrialones (IOT).

In order tocreate aRA for PIXEL, an attempt has been made to reach a consensarsthitecturewith the
best characteristics of bdtields. For this reason, the chosen architecture presents characteristics of:

1 RAMI
1 IIRA
1 IloT-A

RAMI andIIRA (both IIOT architectures) are complentary. [IRA analyses IIOT in all industries, with an
emphasis onhomogeneity and interoperability between industries, while RAMI 4.0 focuses on
manufacturing andrelated value chain life cycles

The great added valu both architectures consists in aliog interoperability between those IIOT systems
that are built on the basis of these reference architectures.

IoT-A provides the understanding of an open architecture for the 10T and fully cmensty and privacy
issuesas well ascalability andinteroperability among other aspects.

Due to these features and aspects the following picture demickslarly the RA of PIXEL

PIXEL Integrated < » PIXEL
Dashboard and Operational €
Motifications T6.5 Tools T6.4
A
A J
PIXEL )
e Information Hub € » PIXEL Security and
[ T6.3 Privacy T6.6
i A
A J
FIXEL Data |
Acqguisition T6&.2| ™

The next section will comment briefly the differences am@Ad/I , IIRA andloT-A.

5 https:// www.perficient.cora/media/files/quidepdf-links/thewhy-whatandhow-of-iot.pdf
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2.1.1.RAMI 4.0

RAMI define a servic®riented architecture, in which each of the components/modules provides services to
the other components via a communication protocol across a network.

The principles ofSOA architecture are independent fppliers, products and technologies. The goal is to
divide complex processes into packages that are easy to understan®IfdELin). This also includes data
privacy and security (PIXEL Security).

RAMI promoteghe principal aspects of tliedustry4.0:

1 Interoperability Devices, machines and even people need to communicate between them.
1 Reakttime data A Smart factory must be able to store data inties.

9 Service oriented Production is oriented to the client. The products are created following the

speification of the clients.
9 Modularity. The factories acs a modul@adapting it to the trends markegasonality

A major goal of RAMI 4.0 is to make sure that all participants involved in Industry 4.0 discussions and

activities have a common framewdrkunderstand each oth@s occurs in PIXEL).

The following figure illustrates the RAMI 4.0 architecture:

€ Cye
E |e ‘ Lgeardl ™Y (G 0
Layers < 6289 - Value St"eam”EG ;2364 i
_

Business
Functional . 1L
Information
Communication
Integration

Asset

2.1.21IRA

IIRA is an architecture based on standards designed for IIOT system. The value of this architecture is its fast
applicability (the life cycle of the product is taken into account).
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The IIC° Architecture Task Group under the Technology Working Group is redperisi the IIRA.

It has been built and designed with a high leviehlostraction with the idea to support the requisite broad
industry applicability
This architecture can be divided in four viewpoints:
i Business Concerns to the identification of stakateids and their business vision, values and
objectives.
1 Usage Addresses the concerns of expected system usage.

1 Functional Focuses on the functional components, their interrelation and structure, the interfaces and
interactions between them.

1 Implementatio. Deals with the technologies needed to implement functional components, their
communication schemes and their lifecycle procedures. These components are coordinated by
activities (Usage viewpoint) and supportive of the system capabilities (Businesswigwp

Business Viewpoint
Usage Viewpoint

Functional Viewpoint

Implementation Viewpoint

2.1.3.10T-A

loT-A is anArchitectural Reference Model proposed by European Commissiori)(AP@ proposed RA
introduces the concepts of views and perspectives. Its design is as follows:

Evolution and Availability and
Interoperability Resilience
Perspectives Reliability, Security | | Performance and
and Privacy Scalability
Views Deployment and|
Functional ‘ Information ‘ Operation

0 Views. ADi fferent angles for viewing an archi
i mp| e me A fThervigws intludle: Functional view, Information view, Deployment and
operation view aseen in the image above.

8 www.iiconsortium.org
" https://ec.europa.eu/research/fp7/index_en.cfm
8 http://www.iota.eu/
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0 Perspectives fSet of t asks, tactics, directives,
given concete system accomplishesonemo r e qual ity attributesbd

The image abovallustrates the architecturedim a functional point of view. The next figure shows the
functional 10T-A model.

Application

Virtual
Entity

loT Process s IDT_

Management HLEE

Service
QOrganisation
Communication
Device

Figure 7: 10T -A's functional model

2.1.4.Conclusion
The reasons for the eleatiof these three architectures as basis for PIXEL RA are:

9 Industrial focus(RAMIandlIRA). The applications based on PIXEL will be developed in industrial
environmentssuchas ports, and thus ehspecific requirements for industry will match better than
generic architectures.

9 Focus orinteroperability (IoT-A), a ch#lenge which is described as a maphjective of the project.

1 Follows a European initiative (IoT-A) that has been implemented in other projects from other
domains. This way, th&RA will accompish one of their missions, to make the results more
standardized and be less technology dependent.

1 Previous &perienceof the project partners with the methodologies and views used.

The following figure depicts a mapping process among RAMI, IIRA andAa@fchitecture:

® http://www.iot-a.eu/
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RAMI 4.0

lIIRA
 J
Business
Business
e
P Applications
Functional ¢
—>
| Operations
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\ Information | —_—
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. Information
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M~ Network
\ connectivity
Integration \)
Control domain
Asset +
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system
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3.Applied Agile concepts

In the development of eAd-end loT solutions, one of the biggest challenges is how to integrateldtd
with data streams from enterprise systems and external sources.

Currently, whenconneding different systems and applications traditionatlys traditionally highlighted the

use of a ServiceOrientedArchitecture $OA) and an Enterprise Service Bus (ESB). But these two
possibilitieshave as main drawbacdkeir complexity and time consuming implementation cycle. For IgT it
extremely important the adaptability to digital business imperative (adaptability to changes) and
interoperability. Due to thjsan agile approximation / integratisconsidered in the project.

The term agile integration refers to a continuous integration / continuous delief¥CD) process used for
software releases=or t hi s, i tt0 makevuse of the modevrevdtlaggpment technologies like
containers and microservices which facilitates approximats@s / CD.

The use of agile techniques facilitates the rapid creation of prototypes and iterations. Therefore, their adoption
is very suitable for 10T project{asin PIXEL).

There are three features that will be needed for a correct agile integration:

1. Containers.
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2. Distributed integration.
3. APlIs.

These three aspects will be commented in detail in sectigikréor! No se encuentra el origen de la
referencia.

The idea with these aspects is to obtaitpastant interaction cycle of progress that will deliver the results
incrementally as services. With this the develeptrof the different use cases will follow tBemingPlani

Do i Checki Act cycles PDCA cycle, see figure belo)v There will be a constant interplay between the use
cases progress and the technology developments in PIXEL.

Next figure depicts thBEDCA cyde commented below.

ACT PLAN

Implement the Identify Your
Best Solution Problems

CHECK DO

Study Test Potential
Results Solutions

4.Functional architecture

4.1 .Global architecture

In this sectionthe architecture of PIXElwill be describedrom a functional point of viewFor tch at
important to have a global vision thfe architecture.

Following figure, jError! No se encuentra & origen de la referencia, shows the global architecture
including the interaction with the different dadaurces and the output to the devitest will work with
PIXEL.
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PIXEL Integrated Dashboard and Notifications

Web Notification client PIXEL Information Hub Ul ‘= PIMEL
Notifications Ul PIXEL Operational Tools Ul
GEO Portal Bl Tool

PIXEL Security and Privacy

PIXEL Operational Tools

e i

PIXEL Information Hub A 4

PIXEL Data Acquisition I

| 10T Data Broker
-

- loT + Legacy Data

A

Figure 10: Global architecture
In the following subsectiornthe different modules and their components will be further described

4.2 . Components diagrams
4.2.1 PIXEL Data acquisition

The PIXEL Data Acquisition Layer consists of several components designed to push data from the several
data sources available and the PIXEL Information Hub. The solution provides a standard way to acquire data
from different data soursghat implements different kind of protocdnd different data tyse

The idea is to provide a standard way to import data into PIXEL Information Hub in order to allow an easy
use of any kind of data sources available on gact
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PIXEL Information HUB

PIXEL Data Acquisition

Persistent o Short Term
Data Hub History

Context Broker —»

DB STH DB
HTTP REST HTTP CSV MQTT
Agent Agent Agent

Data Data Data
Source Source Source

Componerginvolved for the Data Acquisitioare

1 Context Broker. The context broker is responsibier the implementation of the standard data model
used to import data on the PIXEL Information Hub. It colidbie data from the data sowsterough
specifics agents and pushes the new data to the Information Hub through the Persistent Data Hub
component. It stosethe last version of each entity (context data) in its own database (CDBext

9 Persistent Data Hib. The Persistent Data Hub is a connector usmdpérsisting context data
(managéd by the Context Broker) intarnotherthird-party database and the PIXEL Information Hub.

It could send data simultaneously to several storage systems so it will be able to send new data to the
Data Broker of the Information Hub and also to $tert TermHistory component

1 Short Term History. The ShortTerm History component is used to ke&pck of the last imported
data from the data sousbut also to trace the activity of each Agent. The imported data sheuld
prunedoften, themain purpose here it just to be able to check that the data was vpalitad in the
Information Hub.
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1 Agent. Agenss are specific components developed to import data from a data source on the Context
Broker. The Agent is in charge of reading the data source format and augiteid the shared data
model used on PIXELTherearetwo main king of Agens:

o Agent pulling data from the data source lf the data source provides an API to retrieve the
data, the Agent for this data source implements a client and connects periodically to the
source to acquire new data.

0 Agent listening to data pushed by the data sourcd=or some data sourcejsteasie to push
the data rather implementing an API. For those cases, the Agent will implement an API to
allow the data source to push its data whenever it wants. The security of the adckses wil
performed by the OAuth2 Security Proxy.

1 OAuth2 Security Proxy. The OAuth2 Proxy is a part of the security component

The Agents are in charge of protocol adaptation, so several standardwifidresprovidedto address each
kind of data source thabuld be usedi PIXEL:

-  HTTP REST agent: Expose a REST API (JSON or XML) to allow data sources to push data to the
Context Broker.

- HTTP POST File (CSV, JSON or XML) to allow data sources to send data file using an HTTP Post
feature.

- MQTT Agent: This agenwill allow connecting to MQTT channels in orderretrieve data.

4.2.2 PIXEL Information Hub

The main architectural approach for the PIXEL Information Hub is based on robust experience gained by
XLAB during the design of a similar technical solution for thelRAFacility for Antiproton and lon
Research}’ particle accelerator basedarmstadt, Germany. FAIR is an international accelerator facility for

the research with antiprotons and ions, which is being developed and built in doopertt international
partners

PIXEL Information Hub consists of several parts conceptually dividiedcomponents that push data toward
the database (downstreanapmponents involved in stored data retrieval and further processing (upstream)
and components responsible fdata persistence and storage. In addition, the system provides supporting
services for configuring, managing and monitoring the PIXEL Information Hub.

Refinements since D6.1: We have identified the requirement for neaimeaintegration of some models

and predictive algorithms in the overall PIXEL data flow. For this reason, an interface has been defined to
Apliungd Pl XEL operational tolls to the PIXEL Inforr
we achieve scalability and performance do-thefly processing of incoming data streams. Furthermore, API
access will be the managed centrally through PIXEL security components, so the diagram and description
reflects this adaptation.

10 hitps://faiecenter.eu/
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PI}XEL

PIXEL Data Acquisition

Downstream Components Storage
Data flow from data sources (Data acquisition) to STS and LTS. Storage components. STS (Short term storage) is used to
store short-term, raw data, while LTS (Long Term Storage)
ettt R archives long term data, aggregations, reperts and similar.
~ Technology- ElasticSearch
Data Collector Data Writer
—
Data Reductor EE%
STSJ
—
Data Broker
Technology: Kafka 1T
i i | Cluster Management
P 9 Upstream Components
i1} Setof components to manage the system configuration, status and load balancing. .
[ Data flow from Short-Term Storage or Long-Term Storage
v VY to client applications. The Data Extractor component is
R R E L L E P responsible for seamlessly querying data archived in both the
Coniig Storage ' Short Term Storage (STS) and Long Term Storage (LTS).
Technology: Zookeeper |
t ® Data extractor
Data Worker Controller Group
collector- » AP| Gateway
T writer-controller Context Service Instance Monitor
reductor- extractor-
controller controller
Administration GUI S ECI

Components involved in the downstream flow are:

0 Data Collector. The Data Collector component is responsible for obtaining data records from various

(@]

[@]3

devices and data sourctdwough the PIXEL Data Acquisition layeanalysing andiltering their

fields and pushing them downstream to the Data Broker for further processing.

Data Writer. The Data Writer component acts as a bridge between the Data Broker,T &tmort
Storage and Londerm Storage components. It is responsible for pulliveggrecords from the Data
Broker, parsing their metafo headers, initializing long or short term storage for the data source (if
needed), and finally archiving them.

Data Reductor. The Data Reductarollects and reduces data accumulated in the Steornh Storage

by applying different reduction algorithms, and permanently stores the reduced device data in the
Long-Term Storage. Reduction operations are distributed between Data Reductor instanpes on a
Source basis, according to rules provided in the Configuration component. Reduction algorithms can
be implemented and integrated into the Data Reductor service at build time or loaded at fin&ime.
status of the Data Reductor node is communicatétketoest of the system through the Data Broker

Components involved in the upstream flow:

0 Data Extractor. The Data Extractor component is responsible for seamlessly querying the data

(@]

archived in both the Shefierm Storage and Lorferm Storage componentd dedicated Data
Extractor Client provides a simple interface for accessing Data Extractor capabilities and facilitates
client application development.

Client application(s). Client applications use the provided REST API to obtain data maintained by
the PIXEL Information Hub through the API Gateway. In the PIXEL context, client applications are
primarily managed as part tfe PIXEL Operational Tools anthe PIXEL Dashboard. Neertheless,

a welldocumented and efficient REST API allows development of additional,-atand, clients.
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Storage and buffering components:

0

O«

¢

O«

Short-Term Storage (STS).Incoming data from devices and other sources is temporarily stored in
the ShorTerm Storage component in order to make it accessible from the Data Extractor. This
provides the ability of browsing, exporting and correlating the data in full granuladtgeames as a
temporal persistent buffer and search engine for the Data Reductor component. On the other hand, the
metadata are always stored directly in the L-®rgn Storage.

Long-Term Storage (LTS).The LongTerm Storage component is used to store rediuc raw data,
provided by the Data Reductor and Data Writer components. The reduction enables the system to
decrease storage requirements, thus lowering cost by avoiding storage of historicaitewnant

data.

Configuration Service. Configuration Sernee is the central configuration repository of the PIXEL
Information Hub. Zookeeperis used in order to assure optimal availability, performance and
configuration management. It is essentially a distributed hierardtggalaluestore, which is used to
provide a distributed configuration service, synchronization service, and naming registry for large
distributed systems.

Data Broker. The Data Broker component aggregates all data received from the Data Collector
component, originating from the Data Acqusit platform. It provides a common interface for other
components to retrieve and filter live data based on device/source name and property. In addition, it
acts as an optimal consumer for the collector component underneath, reducing data flow congestion
by buffering, effectively easing out any potential load peaks.

Supporting components:

(0]

O«

O«

(@]

(@]

(@]

(@]

Context Service.The Context Service is the main bamkd component responsible for providing
information about the current context, managing global settings and S@soesll as applying
complex settings that involve other components

Instance Monitor. Is a service whichusing a shared library, collects metrics from all service
instances. It enables clients to track metrics such as CPU and RAM consumption, datgpthrang
more. It is also responsible for triggering notifications in case of failures.

Data Collector Controller. Main purpose of Data Collector Controller is to maintain the
configuration of devices and deployed Data Collector nodes. It is connectedtdodollector
instances by watching and updating common nodes of the Configuration Service.

Data Writer Controller. Similar to Data Collector Controller, the purpose of Data Writer Controller
is to maintain configuration of deployed Data Writer nodess ttdnnected to Data Writer instances
by watching and updating common nodes of the Configuration Service.

Data Reductor Controller. The Data Reductor Controller is responsible for providing and
configuring Data Reductor instances. It also provides mongofan processingunits; it allows
configuration of load distribution and manages user provided or integrated reduction algorithms.
Data Extractor Controller. The Data Extractor Controller is responsible for providing and
configuring Data Extractor instangelt is connected to Data Extractor instances by watching and
updating common nodes of the Configuration Service.

Administration GUI. The Administration GUI is aveb-basedapplication exposing a user interface
enabling admins to configure, monitor and ttohthe PIXEL Information Hub. Admins can add or
remove data sources, change instance node configurations and be notified about errors in the systems
triggered by the Instance Monitor. They can also track load on different instance nodes, turn services
onor off and manage reduction algorithms.
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Components involved in the downstream flow together with the Data Extractor also belong to the Data
Worker Group and their controllers to the Data Worker Controller Group. This notion is particularly useful
when aranging and scaling components. In addition, D&ltarker Group components together with storage

are heavily involved in data processing and provide functionality of data acquisition, processing and retrieval.

4.2.3 PIXEL Operational Tools

The Operational Tools (OT) are mainly in charge of bringing closer to the user both the models and predictive
algorithms developed in WP4. By user here we mean administrators and managers analysing port operations
by means of simulation models and predetalgorithms. In order to reach that goal, a set of-legél
operational toolaredefined,these are

)l

= =4 —a A

Publish models and/or predictive algorithms.

Edit and configure the models and/or predictive algorithms

Execute models and/or predictive algorithms

Schedule models and/or predictive algorithms to be executed at a specific time once or periodically.

Define different operational (e.g. bottleneck detection) and environmental (e.g. PEI) KPIs, based on
the data available in the information hub (from datarses, executions of models, etc.) for tracking
and monitoring purposes.

Establish some pattern detection mechanism. The most basic one is the use of triggers for a model
and/or predictive algorithm. For example, when some event happens (e.g. sombangesy, it may
cause the relaunch of a scheduled model.

Get the trends of a model and/or predictive algorithm. This implies:
o Visualization of the latest historical values.

o0 Possibility of making some basic regression process to get near future datajngupip®s
model can be characterized according to a certain distribution (e.qg. linear, exponential, etc.).

Detect anomalies and raise alarms. Specific rules can be established in order to trigger alarms and
actions whenever some threshold is reached or sondition is reached.

Note that the PEI is a particularisation of a model as wellk#lan fact the PEI is also composed of
several KPIs (eKPIs and indexes, see deliverable D5.2).

The functional overview of th®perational Tools is depicted Kigure13. Several internal components can be

identified:

T OT Ul this is the graphical interface to access (most of) the underlying functionalities. This
component provides imgpendence and autonomy, but it can be later integrated as part of the PIXEL
dashboard to providesangleentrypoint for administrators.

1 OT API: backend API implementing the functionalities needed. This component is aligned with
PIXEL security framework n order to fulfil all required security policies (e.g. authentication,
authorization, etc.).

1 Publication component: it allowsublishingboth models and predictive algorithms. By publishing it
may be necessary to deploy the models as services. Besidesptdee | s 6and predi ct
configurations can also be edited.

1 Engine:this component is responsible for executing the different madelspredictive algorithms
The execution can be invoked in real time or scheduled.

9 Data processing: it is respsible for managing trends from models and/or predictive algorithms and
also for some internal data adaptations required.

I Event processing: this component is responsible fortireal monitoring of indicators and conditions

and trigger specific actions deming on previously configured rules. It includes a bridge to integrate
with an external notification system.

Database: the database includes description of the models and predictive algorithms that cankifd used,
description, rules as wells other confuration and output related parameters necessary for the correct
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behaviour of thdanternal building blocks.Some execution results might be stored internally besides being

provided to the information hub.
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The engine can execute models and predictive algorithms according to configuration parameters, which are
provided directly at runti me t hr ou gehdatabdse forperiode| / a |
executions

The flow is depicted ifrigure14. An external component can invoke a model in three different ways:

1 Inreal time (now), passing the necessary input parameters. This could be the casefcoehatio.

1 Scheduled for a ceitapoint in the future (once). In this case, the input parameters should be stored in
a database to a later feed the models. They can be static.

1 Scheduled in a periodical way (periodic). Here the inputs might be stored as well in the database, but
they carchange (e.g. weather information changes every day for a daily schedule).
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From the point of view of the external invocation an asynchronous interface is provided, hmaitisdby

the Engine internal component. The interface with the specific model and/or predictive algorithm can be either
synchronous or asynchronous; it depends on the final implementation of it and this approach covers both
possibilities.

The databasetores all necessary data that allows the configuration and execution of the different internal
components building the OT module. Therefore, it will be necessary to create a data model aligned with the
PIXEL data model. The OT API allaaccess to the datake from external components, whereas internal
components may directly invoke the database.

Some entitiesireidentified for the data model:

1. Model descriptionsThis mainly refers to a proper medatafor the models that allows not only being
described (ame, description, data sources, etc.), but also being executed (service, endpoint, input
parameters, output data format).

2. Predictive algorithms descriptiosimilar as for models.

3. KPIs descriptionlt allows categorization (operational, environmental) 814 modes of getting this
value from available data (typically IH), and establishing thresholds in order to later being able to
monitor if they are exceeded.

4. Rules Setof conditions to be monitored. This can be linked with the thresholds of the KPIs, or any
other threshold established by the port operator. This is a logical repository, which might be shifted to
an external notification system.

5. Execution instances witlkelated parametergonfiguration, status, result).
6. Event historyA table of historic events in order to keep track of them throughout time.

4.2.4 PIXEL Integrated Dashboard and Notifications

The PIXEL Integrated Dashboard and Notifications is designed to diewata available from the PIXEL
Operational Tooland also from the IHThese data are the result of:

1 Retrieving data from loT and other information sensors

1 Apply predictive algorithms and models
i Calculate thé?El.
1

Notifications from Event Processing Whenever a rule is meg notification will be receivedrom
the Operational Tools module.

These data are represented to the platform user via three main channels
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1 Charts & Dashboard. Visualization of the data received from the different data soydmsces,
sensors)results of simulations, predictions, etc.

1 GIS. Geolocated data (sensors, devices, services, data result) is represented in a map view, which
offers the geospatial interpretation of the data and allows interpolation of informationtindetec
potential sources of anomalies, etc.

1 Notifications: Coming from executions of predefined rules/conditjottis channel allows the
transmission of higlimportance or actionable information to the appropriate addressee(s), doing it in
the specific morent when the information is useful for informed decismaking, establishing
prevention mechanisms or doing meaningful reports

PIXEL Integrated Dashboard and Notifications ! PIXEL Information Hub

PIXEL i
Operational ™% ] API
Tools Ul i

PIXEL 5 —
Information i
Hub Ul

F
—,
,'II Iu'l
= |
8
S ‘
e
]
w
1] |
|
1
| .

Maps (GIS) =

! Nofifications €——————— engine !

Charts &
Dashboard

There arawo kinds of elements involvad the PIXEL Integrated Dashboard and Notifications:

1. Inputs. Data entries that will be shown on dashboards and other types of visualizations

a. PIXEL Information Hub. The data comes from PIXHBhformationHub thanks to its API. These
data come from the fol@ing inputs.

i) Database The databasstoresall that comes from PIXEL Data Acquisition.

b. Notifications engine It is the engine where will be created the rules that in case of being fulfilled
will end up triggering the alerts / notifications that will bersen the dashboard. In the cases of
PIXEL, alerts are typically generated by the analysis of data inside the information hub.

2. Outputs. Visualization of data offered to the end user.

a. Charts & Dashboards Component responsible for the visualization of dataealtime via
graph/chart representation a cluster of several charts that show information of a specific problem
or an aspect of the port (for instance vehicle activity, lighting status) in a single screen, as long all
that charts are related and shospacific view of the general problem.

b. Notifications. Will be the result of a met rulgor instance, a value is over a threshold, a sequence
is met, the average of a value is below a threshold, the number of values over a threshold in a
certain period, te.). Theresultof a notification can be an email, a ticket in JIRA or a conversation
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in Slack for example Gommand (custom), Email, JIRA, SNS? HipChat®® Slack*,
Telegram, Google Chatand STOMP").

c. GIS. Dashboard will include a map section whersualize the port area where the data comes
from and the information of the different devices / sensors that are in the area.

d. PIXEL Operational Tools Ul. Ul for planning, configuring, managing and visualike results of
execuing the PIXEL Operational @ols (PEI, predictive algorithms

e. PIXEL Information Hub Ul . Ul for see the data stored in the PIXEL Information Hub

4.2 5PIXEL Security

The PIXEL Security solution is in chargé providing a solution to identif and authenticate users that could
be connectedo existing identity management solutioalready deplogd in ports, and alsoof providing a
solution to control the access of the data mathhgehe PIXEL Solution.

The solution providesraAPI Gateway based on OAuth2 mechanism in order to protect the access of the
different API exposed by PIXEL. The Gateway also implements XACML rules in order to define access rules
based on API URL and VERBS and the user roles.

The security solutiorprovides also an Identity Management solution that can be used by other PIXEL
components to share the same user identity across the all platform.

Application
3 A 1

API call with i 2 OAuth2

access token | access token authentication
! PIXEL Security !
e 4 s e
i access token '
| Security Prox g dentity —_ i
! ty y PR Management ldmDB !
| A 5 6 |
' ' user infos '
: : Roles + Query i
i APlcall 7 ! i
i Access granted 7 i i
APl Rules !
| AP1 Backend Management !

M hitps://es.atlassian.com/softwarefjira
12 https://aws.amazon.com/sns
13 https://www.atlassian.com/software/hipchat/downloads

 hitps://slack.com
15 hitps://stomp.github.io
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The security will rely on 3 mains components:

1 Identity management This component manages the user database and connects to existing ldentity
Management solutian It also implements the OAuth2 standard protocol (smnisignup,
aut henticateé).

1 API Rules Control Management This server is in chargef onanaging APl Control access rules
based on XACML in order to control if a userilfowedto access specifics part of the APl exposed.

1 Security Proxy: This proxy check that the user is allowed to make the API cahbeequested. It
checks the OAuthdken with the Identity Management Server and the API rules against the XACML
server.

The security in PIXEL is based on the XACML reference architecture. This architecture sétiwgfine-
grained authorization rules at API level, so that all resourcéisel platform are secured and their access is
restricted to users in a pagFsource basis.

) ) Enforce
Policy Enforcement Point

I I XACML
requestiresponse protocol

Decide
Policy Decision Point

- PIP .

Policy Information Point
Policy Retrieval Point

Manage

Policy Administration Point
XACML
policy language

As mentioned, the use of XACMhased architecture (FIWARE security stack is based on it) afittersng

all resources and featweequests on the platform (in the PEP) and set up intelligent rules (via PDP and
PAP/PIP/PRP) that can discriminate useimtext data, time frames, etc. XACML enables, therefore, a
flexible and complete control over the access to the platform data and, at the same time, stablish a well
defined manageable permission hierarchy. In PIXEL, the permission on resources ancdastaatfionly to

what a user can see on the platform view (menus, resources, actions) but also to the API action that can
perform. Consequently, when authorization rules are defined, these protect the management and the
programming side of the platform,ibg consistent and robust again attacks such as reverse engineering.

4.3.Selected technological options

The aim of this point is to have located in a section the technological option chosen for each module.
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1 Data Acquisition Layer will use tHelWARE stack.
IH will use a stack based on the open source prdigassic, Kafka andZookeeper.

1 For OT the development will bad hoc As the Event Processing EngiBéastAlert will be
used; f@ the execution and schedulio§ models and predictive algorithms, supporting
asynchronous mode and adapted version ofthe Agenda project will be used
(https://github.com/agenda/ageryda

1 Dashboard and Nidications will use Elasticsearch for the storageKibana will be the
Dashboard tool ané&lastAlert the notifications tool. The Ul will be built witkiue.js/vuetify
andleaflet.js (GIS)

1 For Security layer the option chosen is basedAGML andFIWARE .

=

Next picture depicts the architecture indicatingtdahnologies used in each layer.

PIXEL Integrated Dashboard and Notifications

‘ .
Vue Js
ElastAlert elastlcsearch

' kibana lof ol ) )
PIXEL Security and Privacy

PIXEL Operational Tools

v Vue Js
EIastAIeri

Custom

b4
(1]
m
=
L=
b=
~
Y

Development

1

PIXEL Information Hub A 4

-
kafka. - amncre
% elasticsearch rizonKeeper” L

PIXEL Data Acquisition I

Cygnus @ FIUJHRE Orien
STH

Figure 18: PIXEL's architecture with technology by module

4.4 Integration aspects
4.4.1 Linking Data Acquisition Layer with the Information Hub

The core component of DAL is the Orion Context Broker whictegponsible for the implementation of the
standard data model used to collect data and store it into the PIXEL InformatiomhiiGeneric enabler is

not only a way to store the data provided by the Data Source with a generic API to query them (NGSI API
Through the Orion Context Broker context elements representing entities from the PIXEL Information Model
(see PIXEL Initial Data Mode) are created and managed. kidition, DAL provides a functionality to
retrieve the list of all entity types and entities. Furthermore, an external module (PIXEL IH in this case) can
subscribe to context information, so when some condition occurs (e.g. the context elements havg &hanged
notification is received through HTTP célack.
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Data Acquisition Information
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Qiven type

These usage scenarios allow the implementation of a discovery service that provides all data sources and
exposes them to the PIXEL lktiministrator through the management Ul. Those sources can then be switched
on, which means the subscription gets activated and all data changes are gathered by the IH and stored to ¢
new Elasticsearclindex as timeseries representing changes of alienfiom that source, where each PIXEL

IH source represents an Orion entity type.

Next flow diagram deipts the synchronization of data sources between DAL and Information Hub as well as
flow of data from external data sources to the data storage witbimmiation Hub.

PIXEL Information Hub —
(8a) Data records ———|
Data Source 1
0 5TS
(Ra) Create/update entities =] y e
b Iﬁblnighﬁiyaggzzgﬂd Data Collector Data Writer
@ T
5 (5) Subscribe 1o 1@
entity type
Createlupdate entities = (8b) Data records LTS
Data Source n
(4) New source (7a) Data records l (Tb) Data records
added nofification
Data Broker
(2) Retrieve entity types (Kafka)

Config Storage
(ZooKeeper)

A
{3) Register new source

\_ | DataCollector
Contraller

3
'i‘l ) Sync sources
request

Infarmation Hub
Admin Ul

1. After connecting new data sourcettae Orion Context Providerthe system administrator opens the
Information Hub dashboard amquleforms théSync sourcesiction tosyndironise the list oSources
registered within Information Hub with sources providedDAL. The Information Hub dashboard
sends 'Sync sources' request to the Data Collector Controller REST API.
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2. Data Collector Controller retri@g a list of all entity types that exist in tBAL by sending 'GET
ltypes' request to Orion REST API. Each entity type corresponds to one data source within Information
Hub.

3. Data Collector Controller registers new data sourceth@a Information Hub Config Storage
(ZooKeeper). Data sourcgentifier equals to the entity type.

4. Data Collector receives a notification from the Config Storage that new data source has been added.

5. Data collector subscribes the given Orion entity type by sendirgsubscribe request tte Orion
Context Broker.

6. Whenthe given entity type is updated tite Orion Context Broker byn external data source, Orion
sends a notification message to the Data Collector. The notification message congtribuats of
one @ more updated entities. For each updated ethityData Collector generates a corresponding
Archive Record object.

7. Data collector sends Archive Record objects throtighData Broker (Kafka) to the Data Writer
component.

8. Data Writer component stores reds to the shosterm (STS) or longerm (LTS) storage

4.4.2 Linking Information Hub and Operational Tools

The Operational Tools have several execution modes, which affect the way of interfacing with the PIXEL IH.
OTs may execute on demand, at specified tintervals or in a neareal time mode, when the execution is
triggered on predefined changes of data source attridatesldition to execution modes, OTs need access
information (metadata) about data available in the PIXEL IH.

The main integration component for on demand/on timer execution of OT models and predictive algorithms is
through the PIXEL IH Data Extractor component and the native Elasticsearch interface.

The Data Extractor supports REST API calls for queryingadata and querying actual measurements stored

in the PIXEL IH. There is no need for the client to know whether data comes from -aepes#ory, STS or

LTS, as the Data Extractor engine is responsible for distributing calls to relevant subsystemsyargtheer
results. In addition to a registry (discovery) functionality that provides a list of available data sources, clients
can request a listf time periods for which data is available for a given query. In this case a list of time
periods (timestampfrom/to) is returned with the metiata attached to each measurement. Based on available
time periods OTs can then request data for a specific time series.

In addition to the functionality provided by the Data Extractor, OTs can use the Elasticseafelkdrti®
execute queries using the native Elasticsearch interface.

There are two ways how OTs can write modelling or Predictive Algorithms results back to the PIXEL
Information Hub. Either a custodeveloped PIXEL IH Data Collector can be devethpar the standard
Elasticsearch REST API can be used. Based on performance and functional requirements of OTs models and
PAs to be integrated, the most suitable approach will be used, as the open architecture defined in this
document supports both.

A moreadvanced integration approacmeseed when anodel or PA haeen invoked(through scheduling)
andthere is a specific change in a data source. For example, a predigtivghmto estimate the time of
departure of a vessel may bgecuted each time there is a new ship emahe port.For this reason, an
interface has been defineditdtegrate models/PAs directly into the PIXEL IH flow by exposing system setup
and message broker i nt erf aces ythdl wilbhe gntegrated with thase a |
models that need this functionality. This library will be used duttegntegration of models as described in
the following chapterlfitegration models in the Operational TQols
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4.4.3 Models integration through Operational Tools

The Operational Toolsave as mission the adaptation, execution and orchestration of the models developed in
WP4 to let the rest of platform components and PIXEL users to manage, control and obtain results out of the
models.The same applies for thmedictive algorithms and also for the PEI that is conceived also as a model.
This implies the exposition of two interfaces: one interface to wrap the heterogeneous models into a common
format (standardization) and a second to expose the module feaiutée frest of components and users.
However, the whole process requires to be decomposed into several steps to guarantee modularity and
flexibility and this chapter is devoted to describe it from an architecture perspective.

The process is depicted figure Integrationmodels and OTIt has been already introduced in a previous
deliverable (D6.3) but here more details will be provided to better understand the iotensitti the
architecture.

At a WP4 level, the initial phase of the model is provided as a typical executable file. This initial model
(model X in figure below) can be developed in different programming languages (Java, JavaScript). Each
model is supposedtinterpret one JSON file as input and provide one JSON file as output, with a specific
data format. Working with JSON formats is widely accepted good practise to work with open interfaces due to
its conciseness and readability. However, some proprietadgls may require a special treatment where the
conversion from formats may be inefficient; therefore, it is possible to support other formats and encapsulate
the proprietary format (part or all the input) also into a JSON format as raw data. Thetef@gstem is
provided with flexibility to manage different input formats.

At a WP6 level, the initial model is first converted into a service gseice X in figure below that
encapsulates the functionality and allows to be invoked with a REST API. &imom flexibility, the

service is further encapsulated into a Docker instance, able to be deployed anywhere (not only in the PIXEL
platform). A common API has been specified for such service to support a wide range of functionalities:
versioning, monitorig, execution, training (mainly for predictive algorithms) and user interface. A detailed
specification is outside the scope of this deliverable and will be described in deliverable D6.5. The use of
Docker for containerisation also allovirecluding certainlibraries at OS level that can facilitate extended
functionalities to the service. As example, the CURL library is able to provide HTTP access to external
services (therefore, the service could potentially query any external service to get some irteermedia
processing).

The containerised version of the service enters then in the PIXEL platform through the OT, at publication
phase. A new entry in the PIXEL data model is added, representing the model (as a service). The entity
includes different attributesx@me, inputs, outputs, endpoints, etc.) that can be later queried. The publication
API in the Operational Tools allows publishing the service as a Docker image (still to be deployed within
PIXEL) or as an external service (the Docker instance is alrealiyydel). The latter case will not be the case

for the PIXEL deployed models, but allows that third party services (models) could in the future be published
in the PIXEL platform
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The publication API in the Operational Tools allows publishing the service as a Docker image (to be later
deployed within PIXEL) or as an external service (the Docker instance is already deployed). The latter case
will not be the case for the PIXEL deployedahets, but allows that third party services (models) could in the
future be published in the PIXEL platform. The process is depicted in the Figure below. The first model
(model 1) is converted into a service and deployed into an external service reptsitargh the Modehs
a-Service publication (MaaS). In this case, the Operational Tools do not need to deploy the service internally
in the PIXEL platform, but just to store the details in the PIXEL data model. The second model (model 2) is
also convertedhto a service and dockerized, placed into a public Docker repository; through theddadel
Docker publication (MaaD), the Operational Tools deploys the service within the PIXEL platform, and inserts
the service endpoint as part of the details in theERIHata model.

Invocation to the deployed services will not be performed directly from end users, but through the Operational
Tools, that act as proxy and provide an additional management layer able to run and schedule these services
even providing asynecbny. This functionality is mainly performed by the Engine subcomponent of the
Operational Tools.
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Figure 22: Engine subcomponent

4.4.4 Dashboard and Notifications

ElastAlert is the component responsiblettoe creation of alerts in the module of Dashboard and Notification
It is a framework to alert about anomalies, spikes or other patterns of interest in Elasticsearch data. It is a tool
that complements Kibana to alert about data inconsistencies.

It works by combining Elasticsearch with two types of components: rule types and alerts.

Elasticsearch is consulted periodically and the data is passed to the rule type, which determines when a match
is found. When one occurs, one or more alerts are given, waketaction based on the match.

It is configured through a set of rules, each of which defines a query, a type of rule and a set of alerts.
Several types of rules are included with common monitoring paradigms with ElastAlert:

1 Match where there are X evemistime Y (frequency type).

Match when the rate of events increases or decreases (spike type).

Match when there are less than X events in time Y (flat line type)

Match when a given field matches a blacklist and whitelist type.

Match any event that matchagiven filter (any type).

1 Matchwhen a field has two different values within some time (change type).

ElastAlert is a plugin installed over Kibana. The creation of alerts RlaktAlertforced the user to knovits
syntax when he wanted to create alértdes.With the aim to avoid thiBraecowill be usedas Ul.

= =4 =4 =4

Praecds an alerting tool for Elasticsearch. It is a Ul for ElastAleraecauses the API of ElastAlert.
Among the features d¢fraecaare:

1 Supports notifications to Slack, Email of HTTP POST

1 Use templates to pifdl commonly used rule options.

1 Supports Any, Blacklist, Whitelist, Change, Frequency and SglkstAlertrule types.

1 Interactively build alert rules using a query builder.
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9 Test your alerts against historical data.
Next picturedepct s t he aspect of PRAECOOs Ul
P
l:ules i Add rule “pixel”
WHEN count® QVER all documents UNFILTERED IS NOT EMPTY

This component has a region in order to test / check the newly created rule.

Among the functions involved in the Dashboard is the management of notifications. These notifications can
come from executions @iredefined rules / conditions.

Next picture illustrates the process since a rule is metitatilivesto the Ul:

1- ElastAlert is the engine responsible to create and validate if a rule is met.
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