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Abstract 
This deliverable contains the second version of the PIXEL architecture for the information systems and its 

initial design. It reports all the analysis and design activities performed throughout the project until month 18 

(M18). 

The document describes the process of defining an IoT platform to perform the ICT-supported activities of 

PIXEL: gathering IoT and structured data from ports to improve efficiency of processes and operations, by 

means of the application of simulations and prediction based on models and algorithms, finally leading to a 

better environmental performance of the port. 

The document firstly describes the concept of reference architecture focusing on those that serve as a basis for 

PIXEL. These are RAMI  and IIRA  for their European and global relevance and IoT-A for its orientation 

towards interoperability, a main requirement of PIXEL.  

After this, a chapter is presented about the relation between Agile Development and the chosen Architecture 

or how the features of Agile Development (Containers, APIs) will intervene in the development of PIXEL. 

The next section (section 4) presents the global architecture of the solution and the functional blocks with their 

components. In first instance the global architecture is described to give the full picture of the software 

solution proposed. After this, the different functional blocks are presented. 

The Data Acquisition Layer (DAL) has the mission of gathering data from heterogeneous data sources and 

persist them in a single storing point. The solution proposed for this is the creation of IoT Agents adapted to 

the different data sources generic formats (some examples are provided in section 5.3 Data Examples), giving 

balance between flexibility and standardization. Other additional components of this block are the data hub, 

the short term historic or the proxies for agents. The central broker receives and pushes the data to the next 

instance layer. 

The Information Hub  (IH) is a functional block in charge of centralising all the data retrieved from DAL, 

homogenising and storing in a database capable to support big queries and scale horizontally. Unlike the 

DAL, the Information Hub is designed to be high performant and scalable, and the data is stored to support 

long-term queries. This is considered the central storage point of the IoT solution in PIXEL and is the block 

that replies the queries from other functional blocks (such as the Operational Tools or Dashboards). The IHôs 

main components are a high-performance data broker and a NoSQL database, although it contains accessory 

components that support its correct functioning. 

The Operational Tools (OT) are devoted to enable the analysis and reasoning over the data gathered by the 

platform both in real time and in batch processes. These tools are built to support models and algorithms 

developed in the activities of WP4. OT includes a publication interface, model engine, a predictive algorithms 

engine, an event processor and an internal database. 

The Dashboard and Notifications (DN) module has the capability of representing the data registered in the 

IH in meaningful combined visualizations in real time. Also it provides the capability to send notifications 

based on the status of the data of the IH. Finally, this module provides (aggregates and homogenises) all the 

user interfaces for the different functional blocks. This block is composed by the notifications engine, chart 

and dashboards agent and the different UI agents for the modules. 

Finally, the Security block is a cross-layer module that will perform the security of the other blocks, including 

authentication and authorization control. This architecture is based in standard architectural approaches, 

following best practices in the field of internet security. 

In section 5 the Information model  is described. This chapter will also contain examples of already defined 

models such as the data that are received and what are the transformations that take place in the DAL to 

normalize the data. 

The document also describes how PIXEL will lead with deployment and scalability (multi-instance, multi-

tenant). Environment and testing strategies are also discussed in these sections, detailing the principles of 

multi-environment deployment and testing activities. A section has been included to detail how the 

deployment will take place in the different ports, building a link with WP7. 
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The final chapter summarises the conclusions of the document and establishes the links to depending activities 

in related packages (WP4, WP6 and WP7). 
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1. About this document 

The aim of the deliverable is to present the definitive architecture that will be used in PIXEL (after the first 

version in D6.1), as well as to identify and analyse the different modules at a high level view.  

For the technological choices work of previous deliverables (D3.2 and D3.4, Definition of Requirements and 

Use Cases) has been considered. 

This document complements the information reported in D6.1 and explains decisions of the software release 

of D6.3. The following sections have been newly included: 

¶ Applied Agile concepts 

¶ Integration aspects 

While the following ones have been complemented or fixed: 

¶ Reference Architecture 

¶ Functional Architecture 

¶ Information Model 

¶ Deployment and Scalability 

This document is intended to be used as a reference for software developers to have a general vision of the 

technical aspects of the different functional modules including the interaction between components, data 

flows, interfaces and design decisions. Although it is primarily intended for technical readers, its general 

perspective might be mostly understandable by non-technical readers. 

1.1. Deliverable context 
Table 1: Deliverable context 

Keywords Lead Editor 

Objectives Objective 1: Enable the IoT-based connection of port resources, transport 

agents and city sensor networks, 

This document represents the second and final part of the specification of 

the information system that will support PIXEL activities, including 

deployment in pilot sites. 

Objective 2: Achieve an automatic aggregation, homogenization and 

semantic annotation of multi-source heterogeneous data from different 

internal and external actors. 

The document describes the information system that enables the features 

of this objective. In particular, the data acquisition layer and the 

information hub  have the responsibility of achieving this. 

Objective 3: Develop an operational management dashboard to enable a 

quicker, more accurate and in-depth knowledge of port operations. 

This document describes the architectural and design lines that fulfil 

this objective. The functional block in charge of it is the dashboard 

and notifications module. 

Objective 4: Model and simulate port operations processes for automated 

optimisation. 

This objective is technologically supported by the operational tools 

building block. Therefore, although this deliverable does not address 

directly the modelling and simulation, it sets the underpinning software 
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elements that make possible the use of modelling and simulations in port 

sector. 

Objective 5: Develop predictive algorithms. 

Similar as for the models, the operational tools will support the predictive 

algorithms developed in WP4, so that port staff is able to configure and 

execute them. 

Work plan  This deliverable reports about the work performed in task 6.1. The 

contents are a fundamental input for tasks T6.2, T6.3, T6.4 T6.5 and T6.6. 

The results reported in this document are also important for the work done 

in WP4, to develop the models and predictive algorithms to be integrated 

in the operational tools module. 

Milestones Direct contribution to MS7 (ICT solution developed, M26). 

Indirect contribution to MS5 (Predictive models/algorithms, M24. 

Deliverables Detected inputs: 

¶ D6.1: D6.2 is the second iteration of this document with the aim 

to describe the final architecture. 

¶ All the inputs of D6.1 are valid for document D6.2. These are: 

o D3.2: D6.1 considers all requirements listed in order to 

provide an initial supporting architecture. 

o D3.4: Use cases and scenarios manual v2: D6.1 considers 

the different defined use cases of scenarios to identify 

main building blocks and interactions. 

o D4.2 PIXEL Models v2: D6.1 includes the Operational 

Tools module responsible to import, configure and run 

models described in D4.1; D4.2 is the updated version of 

D4.1 releases in M18. 

Detected outputs: 

¶ D6.4 PIXEL Data Acquisition, Information Hub and Data 

Representation v2: Some functional blocks will be described in 

detail in separate documents and D6.1/D6.2 sets the base layer for 

this. 

¶ D6.5 APIs and documentation for software extension: D6.2 allows 

identifying the interactions among the functional blocks and 

therefore defining the APIs. 

Risks This deliverable helps mitigating the risks 6, 8, 14, 16, 17 and 18. 
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1.2. The rationale behind the structure 
This document introduces the need of reference architecture (RA) and what are the characteristics that 

reference architecture should have? 

The document also describes the architecture adopted and the different modules of PIXELôs RA: 

¶ PIXEL Data Acquisition  (see PIXEL Data acquisition). 

¶ PIXEL Information Hub  (see PIXEL Information Hub). 

¶ PIXEL Operational Tools (see PIXEL Operational Tools). 

¶ PIXEL Integrated Dashboard and Notifications (see PIXEL Integrated Dashboard and 

Notifications). 

¶ PIXEL Security and Privacy (see PIXEL Security). 

1.3. Version-specific notes 
This document is the second version of the deliverable "PIXEL Information System architecture and 

design" (D6.2). This document aims to clarify the doubts that may remain outstanding in D6.1 and fix the 

architecture on which the development of PIXEL is based.  

This document provides a final version of the architecture according to the works done until month 18. It will 

also contain some interfaces about the PIXEL design and will deepen the deployment in the different ports. 

This document is the closing result of task 6.1, which is enhancing D6.1. Therefore, the results of D6.1 are 

essentially gathered in these two documents, which are complementary and, in case of update of any 

information, this is conveniently declared in D6.2.  
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2. Reference Architecture (RA) 

The concept of reference architecture refers to the component and services layout and best practises of an IT 

system that is likely to be implemented recurrently with similar objectives but different contexts, constraints 

or business variations. It is not the scope of this document to explore comprehensively the concept of RA and 

its usefulness in IoT scenarios, to know more about this, there is extensive literature available
1
 (Perry, 2018)( 

Fremantle, 2015). 

PIXEL challenges such as the establishment of an IoT Platform valid for very heterogeneous conditions 

(different port sizes, different port operations, different areas and KPIs monitoredé), makes very appropriate 

for the project the definition of reference architecture to keep a common technological and functional 

blueprint event when the deployments vary and the requirements are in some cases disparate. 

Thus, establishing a RA and architectural patterns is a good practise in the scenarios faced in PIXEL. A RA 

for IoT in ports will lay the foundation for a common framework for the development of future systems and 

communications between market players. In addition, a RA is an important component of standardisation, 

contributing in the medium term to reducing costs for ports compared to each of the individual solutions 

currently available. Some other reasons for defining a RA before specifying the architecture are the 

following
2
: 

¶ IoT devices are inherently connected. We need a way to uniformly interact with them. 

¶ There are billions of devices in the market and the number is growing quickly. So, it becomes 

necessary to have a scalable architecture. Requirements vary among deployments even of the same 

technology and they also change throughout time. The need for adaptation is continuous. 

¶ Management of devices (automatic updates, remote management) is needed, and these devices can 

change, evolve, be deprecated, substituted, etc. 

¶ Security. These devices collect sensitive data thus it is necessary to establish a security layer that 

controls the communication between devices or with the platform that receives the data. Security 

protocols, patterns and technologies changes across devices and time. 

¶ Provides a starting point for architects looking to create IoT solutions as well as a strong basis for 

further development (PIXEL). 

According to these conditions, the use of a RA provides stability and reliability of the designed solution across 

multiple scenarios (as is the case in PIXEL) and throughout the time. 

It is important to distinguish that a RA is more abstract than a system architecture that has been developed for 

a specific set of applications (PIXEL) with particular constraints and scenarios
3
. 

Due to the heterogeneity of concepts and technologies a RA for IoT is more complex than a traditional 

architecture due to relationships between the different technologies used. 

It is important to understand the impact on scalability and other parts of the system when choosing a certain 

design aspect. 

According to the book: "Internet of Things for Architects "  (Perry, 2018), currently there are over 1.5 

million different combinations of architectures to choose from. 

                                                      
1
 http://cdn.iotwf.com/resources/71/IoT_Reference_Model_White_Paper_June_4_2014.pdf 

2
 Paul Fremantle. A Reference Architecture for the Internet of Things:  

https://www.researchgate.net/publication/308647314_A_Reference_Architecture_for_the_Internet_of_Things 
3 https://iotforum.org/wp-content/uploads/2014/09/120613-IoT-A-ARM-Book-Introduction-v7.pdf 

 

https://www.researchgate.net/publication/308647314_A_Reference_Architecture_for_the_Internet_of_Things
https://iotforum.org/wp-content/uploads/2014/09/120613-IoT-A-ARM-Book-Introduction-v7.pdf
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Figure 1: IoT Design Choices. The full spectrum of various levels of IoT architecture from the sensor to cloud and 

back 

Architectures, in general, cover different perspectives to describe the whole system and the internal 

interactions: 

¶ Functional elements. 

¶ Interaction between elements. 

¶ Information management. 

¶ Operational features. 

¶ Deployment of the system. 

 

These architectural viewpoints are described in the following sections, adapted for the PIXEL project and its 

main objectives. 

With this brief introduction, the RA is defined as the tool expected by the systems architect to create the 

foundations of a reliable, secure, future-proof and resilient IoT platform. This is, in a modular way through 

blocks and flexible design options, able to cover and describe specific systems encompassing functional 

requirements, performance, and deployment, standardization of interfaces, security and connectivity with its 

environment
4
. 

                                                      
4
 http://www.academia.edu/7197061/Estado_del_Arte_de_las_Arquitecturas_de_Internet_de_las_Cosas_IoT 
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Figure 2: Conceptual Reference Architecture 

2.1. PIXEL RA  
The aim of the PIXELôs RA is to modularly establish a series of components that meet the main 

needs/requirements of the PIXEL project. 

Each of these components is intended to provide part or a complete solution to the different functional 

requirements of PIXEL. In addition, there is a transversal layer (as in Conceptual Reference Architecture) that 

manages security and access. In the following list the requirements needed to stablish a PIXELôs RA are 

described: 

¶ Connectivity and communications. These features are related with the capacity to connect the different 

modules to each other and their interrelations. It spans all the components. 

¶ Device management. Itôs important to have a centralized administration point to register devices 

(sensors, external platforms) that can interact with the platform and their special features (precision, 

range). This is located in the PIXEL Information Hub . 

¶ Data collection, analysis and actuation. The data collection will take place in PIXEL Data 

Acquisition modules whereas the analysis and actuation will take place through the PIXEL 

Operation Tools. 

¶ Scalability. This factor is critical in IoT platforms. Our RA needs to be scalable due to the great 

quantity of devices that exists now and will exist in the future, especially in the port sector. 

¶ Interoperability. The PIXEL platform is defined as a central data processing, warehouse and 

visualization point for data from diverse sources in ports. This data can be generated by isolated 

devices, other IoT platforms, other IT systems or services or even document-based systems. This wide 

range of sources put the focus on the interoperability capabilities that the resulting architecture will 

support. 

¶ Security. This aspect is one of the most important aspects of any IoT project. That is why our 

architecture will have a module for security (PIXEL Security and Privacy). 
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¶ Predictive analysis. This is one of the functionalities / tools that will be framed in the module PIXEL 

Operational Tools. 

¶ Integration. According to the Perficient guide, The Why, What and How of IoT: 50+ examples across 

11 industries
5
, ñIntegration helps capture data from smart devices and move it into business 

applications to automate processes, support real-time monitoring and apply analytics for insightsò. 

¶ Visualization of the information. It is important to have a good dashboard that allows understand 

correctly the data and the different simulations. For that we identify a module with a complete 

dashboard referenced as the PIXEL Integrated Dashboard and Notifications. 

At the time to speak about RA it is possible to differentiate two types of IoT architectures: generic ones and 

industrial ones (IIOT ). 

In order to create a RA for PIXEL, an attempt has been made to reach a consensus on architecture with the 

best characteristics of both fields. For this reason, the chosen architecture presents characteristics of: 

¶ RAMI  

¶ IIRA  

¶ IoT-A 

RAMI  and IIRA  (both IIOT architectures) are complementary. IIRA analyses IIOT in all industries, with an 

emphasis on homogeneity and interoperability  between industries, while RAMI 4.0 focuses on 

manufacturing and related value chain life cycles. 

The great added value of both architectures consists in allowing interoperability  between those IIOT systems 

that are built on the basis of these reference architectures. 

IoT-A provides the understanding of an open architecture for the IoT and fully covers security and privacy 

issues as well as scalability and interoperability  among other aspects. 

Due to these features and aspects the following picture depicts modularly the RA of PIXEL: 

 

Figure 3: PIXEL Reference Architecture 

The next section will comment briefly the differences among RAMI , IIRA  and IoT-A. 

                                                      
5
 https:// www.perficient.com/-/media/files/guide-pdf-links/the-why-what-and-how-of-iot.pdf 
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2.1.1. RAMI 4.0  

RAMI  define a service-oriented architecture, in which each of the components/modules provides services to 

the other components via a communication protocol across a network.  

The principles of SOA architecture are independent of suppliers, products and technologies. The goal is to 

divide complex processes into packages that are easy to understand (as in PIXEL ). This also includes data 

privacy and security (PIXEL Security). 

RAMI  promotes the principal aspects of the industry 4.0: 

¶ Interoperability. Devices, machines and even people need to communicate between them. 

¶ Real-time data. A Smart factory must be able to store data in real-time. 

¶ Service oriented. Production is oriented to the client. The products are created following the 

specification of the clients. 

¶ Modularity. The factories act as a module adapting it to the trends market, seasonality. 

A major goal of RAMI 4.0 is to make sure that all participants involved in Industry 4.0 discussions and 

activities have a common framework to understand each other (as occurs in PIXEL). 

The following figure illustrates the RAMI 4.0 architecture: 

 

Figure 4: Reference Architectural Model Industry 4.0 (RAMI 4.0) 

2.1.2. IIRA  

IIRA is an architecture based on standards designed for IIOT system. The value of this architecture is its fast 

applicability (the life cycle of the product is taken into account). 
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The IIC
6
 Architecture Task Group under the Technology Working Group is responsible for the IIRA. 

It has been built and designed with a high level of abstraction with the idea to support the requisite broad 

industry applicability. 

This architecture can be divided in four viewpoints: 

¶ Business. Concerns to the identification of stakeholders and their business vision, values and 

objectives. 

¶ Usage. Addresses the concerns of expected system usage.  

¶ Functional. Focuses on the functional components, their interrelation and structure, the interfaces and 

interactions between them. 

¶ Implementation. Deals with the technologies needed to implement functional components, their 

communication schemes and their lifecycle procedures. These components are coordinated by 

activities (Usage viewpoint) and supportive of the system capabilities (Business viewpoint). 

 

Figure 5: IIRA Architecture Viewpoints 

2.1.3. IoT-A 

IoT-A is an Architectural Reference Model proposed by European Commission (FP7
7
). The proposed RA 

introduces the concepts of views and perspectives. Its design is as follows: 

 
Figure 6: IoT-A's Views and perspectives 

o Views. ñDifferent angles for viewing an architecture that can be used when designing and 

implementing itò
8
. The views include: Functional view, Information view, Deployment and 

operation view as seen in the image above. 

 

                                                      
6
 www.iiconsortium.org 

7
 https://ec.europa.eu/research/fp7/index_en.cfm 

8
 http://www.iot-a.eu/ 
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o Perspectives. ñSet of tasks, tactics, directives, and architectural decisions for ensuring that a 

given concrete system accomplishes one or more quality attributesò
9
. 

 

The image above illustrates the architecture from a functional point of view. The next figure shows the 

functional IoT-A model. 

 

Figure 7: IoT-A's functional model 

2.1.4. Conclusion 

The reasons for the election of these three architectures as basis for PIXEL RA are: 

¶ Industrial focus (RAMI and IIRA). The applications based on PIXEL will be developed in industrial 

environments, such as ports, and thus the specific requirements for industry will match better than 

generic architectures. 

¶ Focus on interoperability  (IoT-A), a challenge which is described as a major objective of the project. 

¶ Follows a European initiative (IoT-A) that has been implemented in other projects from other 

domains. This way, the RA will accomplish one of their missions, to make the results more 

standardized and be less technology dependent. 

¶ Previous experience of the project partners with the methodologies and views used. 

The following figure depicts a mapping process among RAMI, IIRA and IoT-A architecture: 

                                                      
9
 http://www.iot-a.eu/ 
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Figure 8: Mapping process among RAMI, IIRA and IoT-A 

3. Applied Agile concepts 

In the development of end-to-end IoT solutions, one of the biggest challenges is how to integrate IoT data 

with data streams from enterprise systems and external sources. 

Currently, when connecting different systems and applications traditionally it is traditionally highlighted the 

use of a Service-Oriented-Architecture (SOA) and an Enterprise Service Bus (ESB). But these two 

possibilities have as main drawback their complexity and time consuming implementation cycle. For IoT itôs 

extremely important the adaptability to digital business imperative (adaptability to changes) and 

interoperability. Due to this, an agile approximation / integration is considered in the project. 

The term agile integration refers to a continuous integration / continuous delivery (CI  / CD) process used for 

software releases. For this, itôs very important to make use of the modern development technologies like 

containers and microservices which facilitates approximations as CI  / CD. 

The use of agile techniques facilitates the rapid creation of prototypes and iterations. Therefore, their adoption 

is very suitable for IoT projects (as in PIXEL). 

There are three features that will be needed for a correct agile integration: 

1. Containers. 
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2. Distributed integration . 

3. APIs. 

These three aspects will be commented in detail in section 6, ¡Error! No se encuentra el origen de la 

referencia.. 

The idea with these aspects is to obtain a constant interaction cycle of progress that will deliver the results 

incrementally as services. With this the development of the different use cases will follow the Deming Plan ï 

Do ï Check ïAct cycles (PDCA cycle, see figure below). There will be a constant interplay between the use 

cases progress and the technology developments in PIXEL. 

Next figure depicts the PDCA cycle commented below. 

 

Figure 9: PDCA cycle 

4. Functional architecture 

4.1. Global architecture 
In this section the architecture of PIXEL will be described from a functional point of view. For that, itôs 

important to have a global vision of the architecture. 

Following figure, ¡Error! No se encuentra el origen de la referencia., shows the global architecture 

including the interaction with the different data sources and the output to the devices that will work with 

PIXEL. 
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Figure 10: Global architecture 

In the following subsections the different modules and their components will be further described. 

4.2. Components diagrams 

4.2.1. PIXEL Data acquisition 

The PIXEL Data Acquisition Layer consists of several components designed to push data from the several 

data sources available and the PIXEL Information Hub. The solution provides a standard way to acquire data 

from different data sources that implements different kind of protocols and different data types. 

The idea is to provide a standard way to import data into PIXEL Information Hub in order to allow an easy 

use of any kind of data sources available on each port. 
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Figure 11: Component architecture of the system 

 

Components involved for the Data Acquisition are: 

¶ Context Broker. The context broker is responsible for the implementation of the standard data model 

used to import data on the PIXEL Information Hub. It collects the data from the data sources through 

specifics agents and pushes the new data to the Information Hub through the Persistent Data Hub 

component. It stores the last version of each entity (context data) in its own database (Context DB). 

¶ Persistent Data Hub. The Persistent Data Hub is a connector used for persisting context data 

(managed by the Context Broker) into another third-party database and the PIXEL Information Hub. 

It could send data simultaneously to several storage systems so it will be able to send new data to the 

Data Broker of the Information Hub and also to the Short-Term History component. 

¶ Short Term History. The Short-Term History component is used to keep track of the last imported 

data from the data sources but also to trace the activity of each Agent. The imported data should be 

pruned often, the main purpose here it just to be able to check that the data was well imported in the 

Information Hub. 
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¶ Agent. Agents are specific components developed to import data from a data source on the Context 

Broker. The Agent is in charge of reading the data source format and converting it to the shared data 

model used on PIXEL. There are two main kinds of Agents: 

o Agent pulling data from the data source. If the data source provides an API to retrieve the 

data, the Agent for this data source implements a client and connects periodically to the 

source to acquire new data. 

o Agent listening to data pushed by the data source. For some data source, it is easier to push 

the data rather implementing an API. For those cases, the Agent will implement an API to 

allow the data source to push its data whenever it wants. The security of the access will be 

performed by the OAuth2 Security Proxy. 

¶ OAuth2 Security Proxy. The OAuth2 Proxy is a part of the security component  

 

The Agents are in charge of protocol adaptation, so several standard agents will be provided to address each 

kind of data source that could be used in PIXEL: 

- HTTP REST agent: Expose a REST API (JSON or XML) to allow data sources to push data to the 

Context Broker. 

- HTTP POST File (CSV, JSON or XML) to allow data sources to send data file using an HTTP Post 

feature. 

- MQTT Agent: This agent will allow connecting to MQTT channels in order to retrieve data. 

4.2.2. PIXEL Information Hub  

The main architectural approach for the PIXEL Information Hub is based on robust experience gained by 

XLAB during the design of a similar technical solution for the FAIR (Facility for Antiproton and Ion 

Research) 
10

 particle accelerator based in Darmstadt, Germany. FAIR is an international accelerator facility for 

the research with antiprotons and ions, which is being developed and built in cooperation with international 

partners.  

PIXEL Information Hub consists of several parts conceptually divided into components that push data toward 

the database (downstream); components involved in stored data retrieval and further processing (upstream) 

and components responsible for data persistence and storage. In addition, the system provides supporting 

services for configuring, managing and monitoring the PIXEL Information Hub. 

Refinements since D6.1: We have identified the requirement for near real-time integration of some models 

and predictive algorithms in the overall PIXEL data flow. For this reason, an interface has been defined to 

ñplug-inò PIXEL operational tolls to the PIXEL Information Hub core data flow process. With this approach, 

we achieve scalability and performance for on-the-fly processing of incoming data streams. Furthermore, API 

access will be the managed centrally through PIXEL security components, so the diagram and description 

reflects this adaptation. 

                                                      
10

 https://fair-center.eu/ 
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Figure 12: shows the component architecture of the system 

 

Components involved in the downstream flow are: 

ǒ Data Collector. The Data Collector component is responsible for obtaining data records from various 

devices and data sources through the PIXEL Data Acquisition layer, analysing and filtering their 

fields and pushing them downstream to the Data Broker for further processing. 

ǒ Data Writer.  The Data Writer component acts as a bridge between the Data Broker, Short-Term 

Storage and Long-Term Storage components. It is responsible for pulling the records from the Data 

Broker, parsing their meta-info headers, initializing long or short term storage for the data source (if 

needed), and finally archiving them.  

ǒ Data Reductor. The Data Reductor collects and reduces data accumulated in the Short-Term Storage 

by applying different reduction algorithms, and permanently stores the reduced device data in the 

Long-Term Storage. Reduction operations are distributed between Data Reductor instances on a per 

Source basis, according to rules provided in the Configuration component. Reduction algorithms can 

be implemented and integrated into the Data Reductor service at build time or loaded at runtime. The 

status of the Data Reductor node is communicated to the rest of the system through the Data Broker. 

 

Components involved in the upstream flow: 

ǒ Data Extractor. The Data Extractor component is responsible for seamlessly querying the data 

archived in both the Short-Term Storage and Long-Term Storage components. A dedicated Data 

Extractor Client provides a simple interface for accessing Data Extractor capabilities and facilitates 

client application development. 

ǒ Client application(s). Client applications use the provided REST API to obtain data maintained by 

the PIXEL Information Hub through the API Gateway. In the PIXEL context, client applications are 

primarily managed as part of the PIXEL Operational Tools and the PIXEL Dashboard. Nevertheless, 

a well-documented and efficient REST API allows development of additional, stand-alone, clients. 
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Storage and buffering components: 

ǒ Short-Term Storage (STS). Incoming data from devices and other sources is temporarily stored in 

the Short-Term Storage component in order to make it accessible from the Data Extractor. This 

provides the ability of browsing, exporting and correlating the data in full granularity and serves as a 

temporal persistent buffer and search engine for the Data Reductor component. On the other hand, the 

metadata are always stored directly in the Long-Term Storage. 

ǒ Long-Term Storage (LTS). The Long-Term Storage component is used to store reduced or raw data, 

provided by the Data Reductor and Data Writer components. The reduction enables the system to 

decrease storage requirements, thus lowering cost by avoiding storage of historically non-relevant 

data. 

ǒ Configuration Service. Configuration Service is the central configuration repository of the PIXEL 

Information Hub. Zookeeper is used in order to assure optimal availability, performance and 

configuration management. It is essentially a distributed hierarchical key-value store, which is used to 

provide a distributed configuration service, synchronization service, and naming registry for large 

distributed systems. 

ǒ Data Broker. The Data Broker component aggregates all data received from the Data Collector 

component, originating from the Data Acquisition platform. It provides a common interface for other 

components to retrieve and filter live data based on device/source name and property. In addition, it 

acts as an optimal consumer for the collector component underneath, reducing data flow congestion 

by buffering, effectively easing out any potential load peaks.  

 

Supporting components: 

ǒ Context Service. The Context Service is the main back-end component responsible for providing 

information about the current context, managing global settings and Sources as well as applying 

complex settings that involve other components. 

ǒ Instance Monitor. Is a service which, using a shared library, collects metrics from all service 

instances. It enables clients to track metrics such as CPU and RAM consumption, data throughput and 

more. It is also responsible for triggering notifications in case of failures. 

ǒ Data Collector Controller. Main purpose of Data Collector Controller is to maintain the 

configuration of devices and deployed Data Collector nodes. It is connected to Data Collector 

instances by watching and updating common nodes of the Configuration Service. 

ǒ Data Writer Controller.  Similar to Data Collector Controller, the purpose of Data Writer Controller 

is to maintain configuration of deployed Data Writer nodes. It is connected to Data Writer instances 

by watching and updating common nodes of the Configuration Service. 

ǒ Data Reductor Controller. The Data Reductor Controller is responsible for providing and 

configuring Data Reductor instances. It also provides monitoring for processing units; it allows 

configuration of load distribution and manages user provided or integrated reduction algorithms. 

ǒ Data Extractor Controller.  The Data Extractor Controller is responsible for providing and 

configuring Data Extractor instances. It is connected to Data Extractor instances by watching and 

updating common nodes of the Configuration Service. 

ǒ Administration GUI. The Administration GUI is a web-based application exposing a user interface 

enabling admins to configure, monitor and control the PIXEL Information Hub. Admins can add or 

remove data sources, change instance node configurations and be notified about errors in the systems 

triggered by the Instance Monitor. They can also track load on different instance nodes, turn services 

on or off and manage reduction algorithms. 
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Components involved in the downstream flow together with the Data Extractor also belong to the Data 

Worker Group and their controllers to the Data Worker Controller Group. This notion is particularly useful 

when arranging and scaling components. In addition, Data Worker Group components together with storage 

are heavily involved in data processing and provide functionality of data acquisition, processing and retrieval. 

4.2.3. PIXEL Operational Tools 

The Operational Tools (OT) are mainly in charge of bringing closer to the user both the models and predictive 

algorithms developed in WP4. By user here we mean administrators and managers analysing port operations 

by means of simulation models and predictive algorithms. In order to reach that goal, a set of high-level 

operational tools are defined, these are: 

¶ Publish models and/or predictive algorithms. 

¶ Edit and configure the models and/or predictive algorithms 

¶ Execute models and/or predictive algorithms. 

¶ Schedule models and/or predictive algorithms to be executed at a specific time once or periodically. 

¶ Define different operational (e.g. bottleneck detection) and environmental (e.g. PEI) KPIs, based on 

the data available in the information hub (from data sources, executions of models, etc.) for tracking 

and monitoring purposes. 

¶ Establish some pattern detection mechanism. The most basic one is the use of triggers for a model 

and/or predictive algorithm. For example, when some event happens (e.g. some input changes), it may 

cause the relaunch of a scheduled model. 

¶ Get the trends of a model and/or predictive algorithm. This implies: 

o Visualization of the latest historical values. 

o Possibility of making some basic regression process to get near future data, supposing the 

model can be characterized according to a certain distribution (e.g. linear, exponential, etc.). 

¶ Detect anomalies and raise alarms. Specific rules can be established in order to trigger alarms and 

actions whenever some threshold is reached or some condition is reached. 

Note that the PEI is a particularisation of a model as well as a KPI; in fact the PEI is also composed of 

several KPIs (eKPIs and indexes, see deliverable D5.2). 

The functional overview of the Operational Tools is depicted in Figure 13. Several internal components can be 

identified: 

¶ OT UI: this is the graphical interface to access (most of) the underlying functionalities. This 

component provides independence and autonomy, but it can be later integrated as part of the PIXEL 

dashboard to provide a single-entry point for administrators. 

¶ OT API: backend API implementing the functionalities needed. This component is aligned with 

PIXEL security framework in order to fulfil all required security policies (e.g. authentication, 

authorization, etc.). 

¶ Publication component: it allows publishing both models and predictive algorithms. By publishing it 

may be necessary to deploy the models as services. Besides, the models óand predictive algorithmsô 

configurations can also be edited. 

¶ Engine: this component is responsible for executing the different models and predictive algorithms. 

The execution can be invoked in real time or scheduled. 

¶ Data processing: it is responsible for managing trends from models and/or predictive algorithms and 

also for some internal data adaptations required. 

¶ Event processing: this component is responsible for real-time monitoring of indicators and conditions 

and trigger specific actions depending on previously configured rules. It includes a bridge to integrate 

with an external notification system. 

Database: the database includes description of the models and predictive algorithms that can be used, KPI 

description, rules as well as other configuration and output related parameters necessary for the correct 
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behaviour of the internal building blocks. Some execution results might be stored internally besides being 

provided to the information hub. 

 
Figure 13: Functional overview of the Operational Tools aligned with other PIXEL modules 

 

The engine can execute models and predictive algorithms according to configuration parameters, which are 

provided directly at runtime through the model/algorithmôs API, or obtained from the database for periodic 

executions. 

The flow is depicted in Figure 14. An external component can invoke a model in three different ways: 

¶ In real time (now), passing the necessary input parameters. This could be the case of what-if scenario. 

¶ Scheduled for a certain point in the future (once). In this case, the input parameters should be stored in 

a database to a later feed the models. They can be static. 

¶ Scheduled in a periodical way (periodic). Here the inputs might be stored as well in the database, but 

they can change (e.g. weather information changes every day for a daily schedule). 

 



 D 6.2 ï PIXEL Information System Architecture and design  

 Version 1.0   ï   31-October-2019   -  PIXEL
© 

- Page 30 of 65 

 

Figure 14: Real time invocation of models through OT API 

From the point of view of the external invocation an asynchronous interface is provided, handled mainly by 

the Engine internal component. The interface with the specific model and/or predictive algorithm can be either 

synchronous or asynchronous; it depends on the final implementation of it and this approach covers both 

possibilities. 

The database stores all necessary data that allows the configuration and execution of the different internal 

components building the OT module. Therefore, it will be necessary to create a data model aligned with the 

PIXEL data model. The OT API allows access to the database from external components, whereas internal 

components may directly invoke the database. 

Some entities are identified for the data model: 

1. Model descriptions. This mainly refers to a proper meta-data for the models that allows not only being 

described (name, description, data sources, etc.), but also being executed (service, endpoint, input 

parameters, output data format). 

2. Predictive algorithms description. Similar as for models. 

3. KPIs description. It allows categorization (operational, environmental) of KPIs, modes of getting this 

value from available data (typically IH), and establishing thresholds in order to later being able to 

monitor if they are exceeded. 

4. Rules. Set of conditions to be monitored. This can be linked with the thresholds of the KPIs, or any 

other threshold established by the port operator. This is a logical repository, which might be shifted to 

an external notification system. 

5. Execution instances with related parameters (configuration, status, result). 

6. Event history. A table of historic events in order to keep track of them throughout time. 

4.2.4. PIXEL Integrated Dashboard and Notifications 

The PIXEL Integrated Dashboard and Notifications is designed to show the data available from the PIXEL 

Operational Tools and also from the IH. These data are the result of: 

¶ Retrieving data from IoT  and other information sensors 

¶ Apply predictive algorithms and models. 

¶ Calculate the PEI. 

¶ Notifications from Event Processing. Whenever a rule is met, a notification will be received from 

the Operational Tools module. 

These data are represented to the platform user via three main channels: 
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¶ Charts & Dashboard. Visualization of the data received from the different data sources (devices, 

sensors), results of simulations, predictions, etc. 

¶ GIS. Geolocated data (sensors, devices, services, data result) is represented in a map view, which 

offers the geospatial interpretation of the data and allows interpolation of information, detecting 

potential sources of anomalies, etc.  

¶ Notifications: Coming from executions of predefined rules/conditions, this channel allows the 

transmission of high-importance or actionable information to the appropriate addressee(s), doing it in 

the specific moment when the information is useful for informed decision-making, establishing 

prevention mechanisms or doing meaningful reports. 

 

 

Figure 15: Shows the component architecture of the system 

There are two kinds of elements involved in the PIXEL Integrated Dashboard and Notifications: 

1. Inputs. Data entries that will be shown on dashboards and other types of visualizations. 

a. PIXEL Information  Hub. The data comes from PIXEL Information Hub thanks to its API. These 

data come from the following inputs. 

i) Database. The database stores all that comes from PIXEL Data Acquisition.  

b. Notifications engine. It is the engine where will be created the rules that in case of being fulfilled 

will end up triggering the alerts / notifications that will be seen in the dashboard. In the cases of 

PIXEL, alerts are typically generated by the analysis of data inside the information hub. 

2. Outputs. Visualization of data offered to the end user. 

a. Charts & Dashboards. Component responsible for the visualization of data in real-time via 

graph/chart representation a cluster of several charts that show information of a specific problem 

or an aspect of the port (for instance vehicle activity, lighting status) in a single screen, as long all 

that charts are related and show a specific view of the general problem.  

b. Notifications. Will be the result of a met rule (for instance, a value is over a threshold, a sequence 

is met, the average of a value is below a threshold, the number of values over a threshold in a 

certain period, etc.). The result of a notification can be an email, a ticket in JIRA or a conversation 



 D 6.2 ï PIXEL Information System Architecture and design  

 Version 1.0   ï   31-October-2019   -  PIXEL
© 

- Page 32 of 65 

in Slack for example (Command (custom), Email, JIRA
11

, SNS
12

, HipChat
13

, Slack
14

, 

Telegram, Google Chat and STOMP
15

). 

c. GIS. Dashboard will include a map section where visualize the port area where the data comes 

from and the information of the different devices / sensors that are in the area. 

d. PIXEL Operational Tools UI . UI for planning, configuring, managing and visualize the results of 

executing the PIXEL Operational Tools (PEI, predictive algorithms). 

e. PIXEL Information Hub UI . UI for see the data stored in the PIXEL Information Hub. 

4.2.5. PIXEL Security 

The PIXEL Security solution is in charge of providing a solution to identify and authenticate users that could 

be connected to existing identity management solutions already deployed in ports, and also of providing a 

solution to control the access of the data managed by the PIXEL Solution. 

The solution provides an API Gateway based on OAuth2 mechanism in order to protect the access of the 

different API exposed by PIXEL. The Gateway also implements XACML rules in order to define access rules 

based on API URL and VERBS and the user roles. 

The security solution provides also an Identity Management solution that can be used by other PIXEL 

components to share the same user identity across the all platform. 

 

Figure 16: PIXEL Security mechanism 

                                                      
11

 https://es.atlassian.com/software/jira 
12

 https://aws.amazon.com/sns 
13

 https://www.atlassian.com/software/hipchat/downloads 
14

 https://slack.com 
15

 https://stomp.github.io 
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The security will rely on 3 mains components: 

¶ Identity management: This component manages the user database and connects to existing Identity 

Management solutions. It also implements the OAuth2 standard protocol (signing, signup, 

authenticateé). 

¶ API Rules Control Management: This server is in charge of managing API Control access rules 

based on XACML in order to control if a user is allowed to access specifics part of the API exposed. 

¶ Security Proxy: This proxy check that the user is allowed to make the API call he/she requested. It 

checks the OAuth2 token with the Identity Management Server and the API rules against the XACML 

server. 

The security in PIXEL is based on the XACML reference architecture. This architecture allows setting fine-

grained authorization rules at API level, so that all resources in the platform are secured and their access is 

restricted to users in a per-resource basis. 

 

Figure 17: XACML Reference Architecture. Source: Axiomatics.com 

As mentioned, the use of XACML-based architecture (FIWARE security stack is based on it) allows filtering 

all resources and features requests on the platform (in the PEP) and set up intelligent rules (via PDP and 

PAP/PIP/PRP) that can discriminate users, context data, time frames, etc. XACML enables, therefore, a 

flexible and complete control over the access to the platform data and, at the same time, stablish a well-

defined manageable permission hierarchy. In PIXEL, the permission on resources and data affects not only to 

what a user can see on the platform view (menus, resources, actions) but also to the API action that can 

perform. Consequently, when authorization rules are defined, these protect the management and the 

programming side of the platform, being consistent and robust again attacks such as reverse engineering. 

4.3. Selected technological options 
The aim of this point is to have located in a section the technological option chosen for each module. 
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¶ Data Acquisition Layer will use the FIWARE  stack. 

¶ IH will use a stack based on the open source projects Elastic, Kafka  and Zookeeper. 

¶ For OT the development will be ad hoc. As the Event Processing Engine ElastAlert  will be 

used; for the execution and scheduling of models and predictive algorithms, supporting 

asynchronous mode and adapted version of the Agenda project will be used 

(https://github.com/agenda/agenda). 

¶ Dashboard and Notifications will use Elasticsearch for the storage. Kibana will be the 

Dashboard tool and ElastAlert  the notifications tool. The UI will be built with vue.js/vuetify 

and leaflet.js (GIS) 

¶ For Security layer the option chosen is based on XACML  and FIWARE . 

 

Next picture depicts the architecture indicating the technologies used in each layer. 

 

Figure 18: PIXEL's architecture with technology by module 

4.4. Integration aspects 

4.4.1. Linking Data Acquisition Layer with the Information Hub  

The core component of DAL is the Orion Context Broker which is responsible for the implementation of the 

standard data model used to collect data and store it into the PIXEL Information Hub. This Generic enabler is 

not only a way to store the data provided by the Data Source with a generic API to query them (NGSI API). 

Through the Orion Context Broker context elements representing entities from the PIXEL Information Model 

(see PIXEL Initial Data Model) are created and managed. In addition, DAL provides a functionality to 

retrieve the list of all entity types and entities. Furthermore, an external module (PIXEL IH in this case) can 

subscribe to context information, so when some condition occurs (e.g. the context elements have changed) a 

notification is received through HTTP call-back.  

https://github.com/agenda/agenda
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Figure 19: Integration between DAL and IH 

These usage scenarios allow the implementation of a discovery service that provides all data sources and 

exposes them to the PIXEL IH administrator through the management UI. Those sources can then be switched 

on, which means the subscription gets activated and all data changes are gathered by the IH and stored to a 

new Elasticsearch index as timeseries representing changes of all entities from that source, where each PIXEL 

IH source represents an Orion entity type. 

Next flow diagram depicts the synchronization of data sources between DAL and Information Hub as well as 

flow of data from external data sources to the data storage within Information Hub. 

 

Figure 20: Synchronization of data sources between DAL and IH 

1. After connecting new data source to the Orion Context Provider, the system administrator opens the 

Information Hub dashboard and preforms the 'Sync sources' action to synchronise the list of sources 

registered within Information Hub with sources provided by DAL. The Information Hub dashboard 

sends 'Sync sources' request to the Data Collector Controller REST API. 
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2. Data Collector Controller retrieves a list of all entity types that exist in the DAL by sending 'GET 

/types' request to Orion REST API. Each entity type corresponds to one data source within Information 

Hub. 

3. Data Collector Controller registers new data source in the Information Hub Config Storage 

(ZooKeeper). Data source identifier equals to the entity type. 

4. Data Collector receives a notification from the Config Storage that new data source has been added. 

5. Data collector subscribes to the given Orion entity type by sending a subscribe request to the Orion 

Context Broker. 

6. When the given entity type is updated at the Orion Context Broker by an external data source, Orion 

sends a notification message to the Data Collector. The notification message contains all attributes of 

one or more updated entities. For each updated entity the Data Collector generates a corresponding 

Archive Record object. 

7. Data collector sends Archive Record objects through the Data Broker (Kafka) to the Data Writer 

component. 

8. Data Writer component stores records to the short-term (STS) or long-term (LTS) storage. 

4.4.2. Linking Information Hub  and Operational Tools 

The Operational Tools have several execution modes, which affect the way of interfacing with the PIXEL IH. 

OTs may execute on demand, at specified time intervals or in a near-real time mode, when the execution is 

triggered on predefined changes of data source attributes. In addition to execution modes, OTs need access 

information (metadata) about data available in the PIXEL IH.  

On-demand and on-timer execution 

The main integration component for on demand/on timer execution of OT models and predictive algorithms is 

through the PIXEL IH Data Extractor component and the native Elasticsearch interface. 

The Data Extractor supports REST API calls for querying meta-data and querying actual measurements stored 

in the PIXEL IH. There is no need for the client to know whether data comes from a meta-repository, STS or 

LTS, as the Data Extractor engine is responsible for distributing calls to relevant subsystems and merging the 

results. In addition to a registry (discovery) functionality that provides a list of available data sources, clients 

can request a list of time periods for which data is available for a given query. In this case a list of time 

periods (time-stamp from/to) is returned with the meta-data attached to each measurement. Based on available 

time periods OTs can then request data for a specific time series.  

In addition to the functionality provided by the Data Extractor, OTs can use the Elasticsearch interface to 

execute queries using the native Elasticsearch interface.  

There are two ways how OTs can write modelling or Predictive Algorithms results back to the PIXEL 

Information Hub. Either a custom-developed PIXEL IH Data Collector can be developed, or the standard 

Elasticsearch REST API can be used. Based on performance and functional requirements of OTs models and 

PAs to be integrated, the most suitable approach will be used, as the open architecture defined in this 

document supports both. 

Integration in  the data flow 

A more advanced integration approach is needed when a model or PA has been invoked (through scheduling) 

and there is a specific change in a data source. For example, a predictive algorithm to estimate the time of 

departure of a vessel may be executed each time there is a new ship entering the port. For this reason, an 

interface has been defined to integrate models/PAs directly into the PIXEL IH flow by exposing system setup 

and message broker interfaces through a special ñOT connectorò library that will be integrated with those 

models that need this functionality. This library will be used during the integration of models as described in 

the following chapter (Integration models in the Operational Tools). 
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4.4.3. Models integration through Operational Tools 

The Operational Tools have as mission the adaptation, execution and orchestration of the models developed in 

WP4 to let the rest of platform components and PIXEL users to manage, control and obtain results out of the 

models. The same applies for the predictive algorithms and also for the PEI that is conceived also as a model. 

This implies the exposition of two interfaces: one interface to wrap the heterogeneous models into a common 

format (standardization) and a second to expose the module features for the rest of components and users.  

However, the whole process requires to be decomposed into several steps to guarantee modularity and 

flexibility and this chapter is devoted to describe it from an architecture perspective. 

The process is depicted in figure Integration models and OT. It has been already introduced in a previous 

deliverable (D6.3) but here more details will be provided to better understand the interaction with the 

architecture. 

At a WP4 level, the initial phase of the model is provided as a typical executable file. This initial model 

(model X in figure below) can be developed in different programming languages (Java, JavaScript). Each 

model is supposed to interpret one JSON file as input and provide one JSON file as output, with a specific 

data format. Working with JSON formats is widely accepted good practise to work with open interfaces due to 

its conciseness and readability. However, some proprietary models may require a special treatment where the 

conversion from formats may be inefficient; therefore, it is possible to support other formats and encapsulate 

the proprietary format (part or all the input) also into a JSON format as raw data. Therefore, the system is 

provided with flexibility to manage different input formats. 

At a WP6 level, the initial model is first converted into a service (see service X in figure below) that 

encapsulates the functionality and allows to be invoked with a REST API. For maximum flexibility, the 

service is further encapsulated into a Docker instance, able to be deployed anywhere (not only in the PIXEL 

platform). A common API has been specified for such service to support a wide range of functionalities: 

versioning, monitoring, execution, training (mainly for predictive algorithms) and user interface. A detailed 

specification is outside the scope of this deliverable and will be described in deliverable D6.5. The use of 

Docker for containerisation also allows including certain libraries at OS level that can facilitate extended 

functionalities to the service. As example, the CURL library is able to provide HTTP access to external 

services (therefore, the service could potentially query any external service to get some intermediate 

processing). 

The containerised version of the service enters then in the PIXEL platform through the OT, at publication 

phase. A new entry in the PIXEL data model is added, representing the model (as a service). The entity 

includes different attributes (name, inputs, outputs, endpoints, etc.) that can be later queried. The publication 

API in the Operational Tools allows publishing the service as a Docker image (still to be deployed within 

PIXEL) or as an external service (the Docker instance is already deployed). The latter case will not be the case 

for the PIXEL deployed models, but allows that third party services (models) could in the future be published 

in the PIXEL platform. 
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Figure 21: Integration models and OT 

The publication API in the Operational Tools allows publishing the service as a Docker image (to be later 

deployed within PIXEL) or as an external service (the Docker instance is already deployed). The latter case 

will not be the case for the PIXEL deployed models, but allows that third party services (models) could in the 

future be published in the PIXEL platform. The process is depicted in the Figure below. The first model 

(model 1) is converted into a service and deployed into an external service repository; through the Model-as-

a-Service publication (MaaS). In this case, the Operational Tools do not need to deploy the service internally 

in the PIXEL platform, but just to store the details in the PIXEL data model. The second model (model 2) is 

also converted into a service and dockerized, placed into a public Docker repository; through the Model-as-a-

Docker publication (MaaD), the Operational Tools deploys the service within the PIXEL platform, and inserts 

the service endpoint as part of the details in the PIXEL data model. 

Invocation to the deployed services will not be performed directly from end users, but through the Operational 

Tools, that act as proxy and provide an additional management layer able to run and schedule these services, 

even providing asynchrony. This functionality is mainly performed by the Engine subcomponent of the 

Operational Tools. 
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Figure 22: Engine subcomponent 

4.4.4. Dashboard and Notifications 

4.4.4.1. Integration of UI with Alerts  

ElastAlert is the component responsible for the creation of alerts in the module of Dashboard and Notification. 

It is a framework to alert about anomalies, spikes or other patterns of interest in Elasticsearch data. It is a tool 

that complements Kibana to alert about data inconsistencies. 

It works by combining Elasticsearch with two types of components: rule types and alerts.  

Elasticsearch is consulted periodically and the data is passed to the rule type, which determines when a match 

is found. When one occurs, one or more alerts are given, which take action based on the match. 

It is configured through a set of rules, each of which defines a query, a type of rule and a set of alerts. 

Several types of rules are included with common monitoring paradigms with ElastAlert: 

¶ Match where there are X events in time Y (frequency type). 

¶ Match when the rate of events increases or decreases (spike type). 

¶ Match when there are less than X events in time Y (flat line type) 

¶ Match when a given field matches a blacklist and whitelist type. 

¶ Match any event that matches a given filter (any type). 

¶ Match when a field has two different values within some time (change type). 

ElastAlert is a plugin installed over Kibana. The creation of alerts with ElastAlert forced the user to know its 

syntax when he wanted to create alerts / rules. With the aim to avoid this Praeco will be used as UI. 

Praeco is an alerting tool for Elasticsearch. It is a UI for ElastAlert. Praeco uses the API of ElastAlert. 

Among the features of Praeco are: 

¶ Supports notifications to Slack, Email of HTTP POST. 

¶ Use templates to pre-fill commonly used rule options. 

¶ Supports Any, Blacklist, Whitelist, Change, Frequency and Spike ElastAlert rule types. 

¶ Interactively build alert rules using a query builder. 
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¶ Test your alerts against historical data. 

Next picture depicts the aspect of PRAECOôs UI. 

 

Figure 23: PRAECO's UI 

This component has a region in order to test / check the newly created rule. 

 

Figure 24: Check the newly created rule 

4.4.4.2. Integration of the notifications in the dashboard 

Among the functions involved in the Dashboard is the management of notifications. These notifications can 

come from executions of predefined rules / conditions. 

Next picture illustrates the process since a rule is met until it arrives to the UI: 

 

Figure 25: Workflow related the reception of notifications 

1- ElastAlert is the engine responsible to create and validate if a rule is met. 




















































